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We show that the intensity of magnetization I(z,x) where z = e -'PH and x = e -2PJ, for the 
ferromagnetic Ising model in arbitrary dimension, reduces, for rational values of x, to a Diophantine 
moment problem 

I(z) = 'iO'nkzk, 
where 
nk = f~o"(A)AkdA, 

O"(A) is a positive measure, no = 1/2, and nk is integer for k*O. The fact that the nk are positive integers 
puts very stringent constraints on the measure O"(A). One of the simplest results we obtain is that for 
A <4, O"(A) is necessarily a finite sum of Dirac 8 functions whose support is of the form 4COs2(p7T/m), 
p = 0,1,2, ... , m ~ I, with m a finite integer. For A = 4, which correspond to the one-dimensional Ising 
model, we have the result that either I (z) is a rational fraction belonging to the previous class A < 4, or 
I (z) = (1/2)(1 ~ 4z )-' '2 which corresponds precisely to the exact answer for dimension I. For A> 4, which 
is associated with Ising models in dimension d 2: 2 we show that all cases are reducible to A = 6, by a 
quadratic transformation which transforms integers into integers and positive measures into positive 
measures. The fixed point of this type of transformation is analyzed in great detail and is shown to 
provide a devil's staircase measure. Various other results are also discussed as well as conjectures. 

INTRODUCTION 

While the ferromagnetic Ising model in two dimen­
sions and zero field is well understood, 1 comparatively 
little is known in the presence of a magnetic field. The 
Lee- Yang representation2 although very interesting 
has been little exploited. In particular the analytic na­
ture of the singularities in the complex activity plane on 
the circle [z [ = 1 is not known, and the possibility that 
below the critical temperature Tc when the circle is 
closed there exists a natural frontier has not been ex­
cluded. It thus seems important to know how to charac­
terize the class of analytic functions to which the 
thermodynamic quantities belong when considered as 
functions over the complex activity plane. 

An associated question is that of the critical indices 
which appear, at least for those which are exactly com­
putable in two dimensions, to be rational numbers. Is 
this a general feature of the Ising model, and via the 
universality principle a characteristic of classes of 
physical processes? If it is the case, then it would be 
interesting to be able to classify these processes and 
to understand how such rational indices are generated. 

In this paper we shall only be concerned with the ordi­
nary ferromagnetic Ising model on a lattice of dimen­
sion d with c nearest neighbors, with interaction limited 
to the nearest neighbors. 

In this case, the perturbative expansion of thermo­
dynamical quantities are of the form 

T(Z,X)=I: Ilr(x)zr, 
o 

where x is the usual temperature variable x = exp(- 2{3J) 
and z is the activity variable, z = exp(- 2{3H). 

The Mayer- Yvon coefficients which arise in the z 

expansion of the free energy are polynomials in x with 
integer coefficients. Furthermore, from the Lee- Yang 
theorem, we know that these coefficients are moments 
of a positive measure according to 

Ilr(x)=fo'g(e,x)coszede, g(e,x»O. 

Weare thus led to the consideration of a trigonometri­
cal moment problem on the ring of polynomials with 
integer coefficients. 

Such a problem defines a specific class of analytic 
functions. It is the aim of this paper to set in motion 
an investigation of the content of such a class. Unex­
pectedly, the fact that the moments must belong to a 
ring introduces in many cases stringent constraints on 
the measure g(e,x), as will be seen in the sequel. 

In Sec. I we show how the Ising model is associated 
with a moment problem on a ring and how in the case of 
rational values of x this reduces to the following ordi­
nary moment problem on the ring of integers: Find a 
positil)e measllre a(A) stich that 

nk = J/a(A) AkdA, k=O, 1, 2,"', 

u'here each nk is an intel{er. The nature of a(A) depends 
crucially on 1\.. The problem is explicitly solved in 
Sec. II for the case 0 ~ 1\. ~ 4, and over this range the 
measures a A (A) are found to be quantized. 

In Sec. III we consider the case 1\.:> 4 and show that it 
can always be reduced to the situation when 1\. = 6. Asso­
ciated with 1\. = 6 is an interesting transformation-its 
fixed point belongs to a measure whose support is con­
tained in and naturally associated with a Cantor set. 3 

The analogous transformation in the case 1\. = 4 is asso­
ciated with the solution of the one-dimensional Ising 
model. 
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In Sec. IV we discuss various examples which cast 
light on the unsolved part of the problem (4 < A ~ 6), 
and in conclusion we examine several conjectures. 

1. THE ISING MODEL VIEWED AS A MOMENT 
PROBLEM IN A RING 

The ferromagnetic ISing model on a lattice of dimen­
sion d with c nearest neighbors is described by the 
Hamiltonian 

(1. 1) 

the first sum being performed over nearest neighbor 
pairs and the second over all sites of the lattice. We 
introduce the notations 

x == exp(- 2f3J), 0'" x ~ 1, and z == exp(- 2f3H), (1. 2) 

where H is the magnetic field. Then, following Lee and 
Yang,2 the intensity of magnetization per site is found 
to be 

( ) ( 2)f' g(e, x) 
1 z, x = 2 1 - z 1 2 e + 2 de, " - z cos Z 

°o(x) 

(1. 3) 

where eo(x) is the Lee- Yang angle which vanishes for 
x < Xc where Xc corresponds to the critical temperature, 
see Fig. 1. g(e, x) is a positive measure, being the den­
sity of zeros of the grand partition function on the circle 
Iz 1 = 1 in the complex activity plane in the thermo­
dynamic limit. The representation (1. 3) is also valid 
when the lattice has only finitely many sites, in which 
case the measure simply consists of a finite sum of 
delta functions with positive weights. 

The measure g is normalized according to 

and I(z, x) has the property that 

I(z, x) = - l(l/z, x) 

(1. 4) 

(1. 5) 

which refers to the symmetry of the system under 
reversal of the magnetic field. In Figo 2 we represent 
the domain of analyticity of I(z, x) in z. 

Developing I(z, x) around z = 0 we obtain the Mayer­
Yvon expansion 

l(z,x)=1-2 L IM1(x)zl, 
1,,1 

(1. 6) 

FIG. 1. The Lee-Yang angle 90(x) as a function of x. It van­
ishes when x < xc' 
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FIG. 2. When 8 0(x) > 0, I(z, x) is regular both inside and out­
side the unit circle, and also for Iz 1= 1 when 1 argz 1 < 80(x). 
When 8 0(x)=0 its singularities may be dense on the unit circle. 

with 

IM1(x) = - 2 .!e:(x) g(e, x) cos(ze) de, I = 1,2,3,00 •. 

This defines the trigonometrical moment problem, 
whose moments have the following properties: 

(i) M 1(x) =xc where c is the number of nearest 
neighbors. 

(1. 7) 

(ii) IM1(x) is a polynomial of degree Ic in x whose 
parity is that of the highest degree term. 

(iii) All coefficients of ZM1(x) are integers. 4 

The proper moment problem associated with (1. 7) is 

IJz(x) = fe:(X) g(e,x)[cos2(e/2)]1 de, (1. 8) 

and, for 1=0, 

IJo=Mo=~· 

(1. 9) 

(1. 10) 

(1. 11) 

A consequence of (i), (ii), and (iii) is that 4zIJI(x) is a 
polynomial with integer coefficients o A deeper result, 
proved in Ref. 5, is that in fact this polynomial is 
exactly divisible by (1- X)I and we have 

(1. 12) 

where P1(x) is of degree Z(C - 1) and has integer coef­
ficients. When c is even the IJI(X)'S are even polynomi­
als so that setting U =x2 we have 

(1. 13) 

where Pz(u) is of degree Z(c/2 -1). For instance, for 
both the square and diamond lattices c =4, the degree 
of PI is exactly I. Thus from now onwards we will rc­
strict attention to the case where c is even. 

We introduce the variable 

(1. 14) 

Then the generating function for the Il l (x)'s is given by 
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the intensity of magnetization6 in the new variable, 
namely .. 
I(v,x)=2~L v'J1.I(x)=2.rr=v ,.0 

I ' g(e,x) de 
x I-vcos2(e!2)' 

90(%) 

Setting 

(1. 15) 

w=(1-u)v/4=z(1-u)/(1+z)2 and ~=_4_ 'cos2(e/2) 
1-u ' 

(1. 16) 

we obtain 

I(w,u) f, WIP1(U)=jL g(~,u)d~ 
2{1- 4w/(1-u»1!2 = h~ 1- ~w (1.17) 

o 

where 

and 

_( ) g(2Arccos(~v'~(1-u»,u) 
g ~,u = _ 

vi ~(4/(1- u) - 0 

4 
L = -1- cos2 (eo/2). 

-u 

(1. 18) 

This shows that the PI (u) are moments of the positive 
measure i(~, u) over its support ° "" ~ "" L, that is 

p,(u) = foL g(~, u) e d~, 1 = 1, 2, 3, •... (1. 19) 

When u < U c (where U c is the value of u corresponding to 
the critical temperature), eo is zero. When u -1, 
eo -11, but we have the \lsymptotic boundY 

(1. 20) 

so that L remains finite for all 0 "" u "" 1. On the other 
hand, explicit calculations up to the highest available 
order have indicated that all of the coefficients of PI(u) 
are positive. 5 If this is true for all orders, then it 
follows that L =lim[PI (u)j1/ I is a monotone increasing 
function of u> 0, as is illustrated in Fig. 3 for the case 
c=4. Note that for c=2, P,(u) is simply a positive 
constant so that L is independent of u and equal to 4 as 
seen from (1. 20). 
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I 
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"" 
/ 

I 
I 

/ 

';. 2 u 

FIG. 3. L as a function of u for c=4. The dotted curve is 
4/(1 - u) which equals L just up to U c . 
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We come now to the problem we are interested in. 
Consider a positive measure g(~, u) for which the 
moments 

(1. 21) 

are known to belong to a ring, for example the ring of 
polynomials with integer coefficients. Then is it possi­
ble to characterize, or define in a precise way, the 
analytic structure of the generating function 

.. 
G(w) =!) WIPI(U). (1. 22) 

,=0 

One can envisage eventually imposing the additional 
constraint that the coefficient of the PI(u)'s are positive. 

For simplicity in this first attempt we shall consider 
the reduced problem obtained by choosing u to be a 
rational number, 

u =p/r, where p and r are positive integers, with p "" r. 

(1. 23) 

Then P,(p/r) takes the form of an integer n l divided 
by r l (c/2-1), so that 

n, =r1(c/2-1) foL g(~,p/r) ~I d~ 

(1. 24) 

where we have set X == ~r/2-1. We are thus led to con­
sider the Diophantine moment problem 

A 
n l = 10 a(X)X'dX, 1 == 0, 1, 2, ... , (1. 25) 

where no=~, n l is a positive integer for 1>--1, a(X) is 
a positive measure with support ° "" X ~ A, and where A 
can be chosen to be a positive integer, without loss of 
generality. Notice that by the trivial modification 
a(X) - a(X) + ~/j(X) we can if we like take no = 1. Our new 
moment problem is still posed over a ring-this time 
it's the ring of integers. 

The generating function associated with (1. 25) is 

G(w) =in,w1 ==fA a(X)dX • (1. 26) 
,=0 0 1- wX 

This is in fact a Stieltjes function, see Ref. 8, and is 
holomorphic in the w plane cut from 1/ A to + 00, as 
shown in Fig. 4. The important pOint which we will 
demonstrate and explore in the rest of this paper is that 
the positivity of the measure in (1. 26) combined with the 
fact that the nz's are integers imposes stringent 
constraints on the nature of a(x) and hence on the analytic 
character of G(w). 

We mention two practical situations where results 
along the above lines would be directly applicable. 

Complex W -plane 

1/ 
A 

FIG. 4. The location of the 
cut for the Stieltjes function 
G{w); elsewhere this function 
is ho[ornorphic. 
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First, for the triangular planar lattice which has d = 2 
and c = 6, the value of U c is t. 4 Therefore, on the 
critical isotherm we have a Diophantine moment 
problem (D. M. P.) with L =6, and r=3 so that A =54. 
Second, for u = 1 the generating function G(w, u) reduces 
to the Monomer-Dimer partition function9,10 which 
appears as the solution of a D.M, P. with A=c2

, 

2. THE DIOPHANTINE MOMENT PROBLEM 
WITH FINITE SUPPORT 
A. The problem 

Given that a(A) is a positive measure defined on ° ,,; A"; A < 00, such that all of the moments 

17 -lAAka(A)dA k=O 1 2 ... (2.1) 
k - 0 " , , 

are finite integers (with the occasional exception that 
no is half-integer) we ask what can be said about the 
generating function 

G(lt» = (A a(A)dA , U' EO <r. 
)0 1- AU' 

(2.2) 

In all that follows the support is taken to be the closed 
interval [0, A] so that if a(A) has delta function contri­
butions at either end point then these must be included 
in the evaluation of such integrals as (2.1) and (2.2). 

The nature of G(w) depends critically on A, as we 
shall see, and we begin by examining the simplest cases. 

B. The problem when A :0 1 

The fact that {Ak};=o forms a monotone nonincreasing 
sequence of functions defined on [0,1], together with the 
positivity of a(A) implies in this case the inequalities 

It follows that the sequence {nkh:o converges after 
finitely many steps to a limiting value nko such that 

Hence 
1 

nk - nk +1 = ( AkO(l - A)o-(A)dA = 0, o 0 Jo 

(2.3) 

(2.5) 

and since AkO(l - A) is strictly positive when A EO (0, 1) we 
discover that 

(2.6) 

where ao and a1 are both nonnegative. Using (2.1) we 
now find 

(2.7) 

and 

(2.8) 

We conclude that the Diophantine moment problem on 
[0,1] has a solution if and only if no'" 171 =n2 = 173 = ... '" ° 
and in this case G(w) is a [1/1] rational fraction which 
is uniquely specified by the first two terms in its expan­
sion about zero. Note that if 0< A < 1 then the problem 
has a solution if and only if no '" 171 = 172 = ... = ° and in 
this case G(m) is a constant. 
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C. The problem when A :0 2 

Noting that {Ak(2 - A)k};=O forms a monotone nonincreas­
ing sequence of functions defined on [0,2], the sequence 
of integers 

mk=fo2Ak(2-A)ka(A)dA, k=O, 1, 2,'" (2.9) 

must be nonincreasing. Thus we again find that there 
exists an integer ko such that 

(2.10) 

so that 
(2 k k 

Ink -mk +1=Jo 71. 0(2_71.) 0(1-A)2 a(A)dA=0, 
o 0 0 

(2.11) 

and hence 

(2.12) 

where the c;'s are nonnegative. Identification with the 
first three moments now provides 

(2.13) 

and 

(2.14) 

We conclude that the Diophantine moment problem on 
[0,2] has a solution if and only if 2nl? 172? Max{n1 , 3n1 

- 2no}, no? 0, and 17k = (2n1 - n2) + (n2 - 171)2k_1 for k? 2; 
and in this case G(1(') is a [2/2] rational fraction which is 
uniquely specified by the first three terms in its 
expansion about zero. 

D. The problem when A < 4 

On setting 71.=4 cos2 (9/2) and defining A = 4 cos2 (90/2) 
we obtain 

where 

g(9) = 8 cos (9/2) sin(e /2) a(4 cos2 (8/2) , 

a(A) = 2[71.(4 - 71.)]-1/2 g(2Arc cos (v' 71./2). 

(2.15) 

(2.16) 

The positivity of the measure a(A) implies that ;;(e) is 
also nonnegative over its support. If we now introduce 
the trigonometrical moments 

('k = leU g(e) cos!?9 de, k = 0,1,2, "', 
o 

and use the for mulas 

cos kG = Ta(cos(e/2) = Tk(cos2 (e/2), 

(2.17) 

(2.18) 

where 1'2k (x) is the (even) Tchebycheff polynomial of 
order 21< so that 

k 

1\ (cos2 (e/2) ="0 T!(cos2 (e/2)P) 
p=O 

with 

T~=(_1)k and T!=(_1)k-P(";~;1);; 

when p '* 0, 
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then we obtain 

-T p ~ = (_ 1)k 2 + ~ (_ 1 )k-P !!. (k + P - 1) 
k 4P no p~ p k _ P np, 

k=O, 1, 2,···. (2.21) 

We now note that 

!!. (k + P - 1) = 2 (k + P) _ (k + P - 1) 
P k-P k-p k-P 

(2.22) 

is an integer for all p = 1, 2, •.• ,k, and so all of the 
ck's are themselves integers even in the physical case 
which corresponds to no = i and for which Co = 1. Ob­
serve that the inverse of the formulas (2.20) is 

(2.23) 

The generating function G(w) for the nk's is 

® k fA a(X)dX 
G(w) = 0 nkw = (1 _ Xw) 

k.O 0 

2 
_f4 coo (90/2) i g(2Arc cos (A/2» dX 
- (1 - Xw}y' X(4 - X) 

o 
(2.24) 

while the generating function for the ck's is 

I(z) ="t CkZk ="t izkj' (exp(ikll) + exp(- ikll»g(lI)dll 
k.O k.O 90 

_jF (1-zcosll)g(lI)dll 
- 1 - 2z cos II + z2 

90 

= £Q + (1- z2) 
2 2 

f ' g(lI)dll 
x 1 _ 2z cosll + z2 • 

90 

(2.25) 

The two generating functions G(w) and I(z) are con­
nected by de la Vallee Poussin's transformation 

w=z!(1 +d (2.26) 

according to 

() £Q 1-z ( z ) 
I z = 4 + 1 + z G (1 + z )2 

or (2.27) 

G(w) = 1 [I (1- v'1-4W) - ! I(O)J 
v'1-4w 1+v'1-4w 2 

When A < 4, I(z) is holomorphic in the z plane less an 
arc of the circle of radius 1, just as in the case of the 
function I(z, x) shown in Fig. 2. The relationship be­
tween its values when I z 1< 1 and its values when 
Iz I> 1 is 

I(l/z) +I(z) =co, (2.28) 

which can be verified with the aid of (2.27). In particu­
lar, in this situation where I(z) can be analytically con­
tinued from inside the unit circle to outside it, we must 
have 

I(co) =0 when A < 4. (2.29) 

We will next make key use of Szego's Theorem l1 : If 
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among the coefficients c k of a Taylor series I(z) 
= 2: ;.0 CkZk there appear only a finite number of different 
values, then either I(z) =P(z)/(I- zm), where p(z) is 
a polynomial of finite degree and m is a nonnegative 
integer, or else I(z) cannot be analytically continued 
beyond the unit circle. 

Now from (2.17) it follows that 

(2.30) 

and since the ck's are all integers, there appear only 
finitely many different coefficients in the expansion 
of I(z). Furthermore when A < 4, I(z) can certainly be 
continued beyond the unit circle and so Szego's theorem 
provides 

I(z) - P(z) - P(z) + zm P(z) + z2 m P(z) + ... 
- (1- zm) - , (2.31) 

where in view of (2.29) we must have 

p(z) = Co + c1z + ••• + cm_1 zm-1 when A < 4. (2.32) 

Thus we have deduced that when A< 4, I(z) is a 
rational fraction whose only singularities are poles 
located at various roots of unity. 

Notice that the polynomial P(z) in (2.32) necessarily 
possesses the factor (1 - z) because A < 4 corresponds 
to 110> 0 in (2.25) which means I(z) cannot have a pole 
at z = 1. More generally, there can occur many can­
cellations between the numerator and denominator in 
(2.31) as can be seen by forming a superposition of 
two such generating functions-the result is a new gen­
erating function corresponding to a D. M. P. for which 
there will in general be many cancellations when ex­
pressed in the form (2.31). This means that there is no 
straightforward way of expressing m as a function of 11 0• 

In general, when A ~ 4, we observe that in view of 
(2.30) the set of numbers 

(2.33) 

are all positive integers bounded above by Co and hence 
the number 

(2.34) 

considered as a representation in the base co, is either 
rational or irrational, and we have the following 
proposition. 

Proposition: The generating function I(z) is a rational 
function if and only if the number C is rational. 

Proof: Suppose C is rational. Then the sequence {ck} 
must ultimately be periodic so that there exists integers 
m and n with ck = ck +m for all k whenever k> n. But 
this implies 

I(z)=c +c z+·"+c zn+ z n+1 (Cn+1+Cn+2Z+···+Cn+mzm-1) 
o 1 n (l_zm) 

(2.35) 

which is rational. 

Conversely, suppose I(z) =P(z)/Q(z) where P(z) and 
Q(z) are polynomials of finite degree with, say, 

(2. 36a) 
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Then for all k greater than some ko we must have 

qock+m + qlck+m_l + 0 0 • + qmck = 0. (2. 36b) 

Now consider the set of vectors 

vk = (Ck , ck+l,"" Ck• m_l), where k=O, 1,2,···. 

(2.37) 

Since only finitely many such vectors can be construct­
ed out of the co's there must exist at least one such 
vector which reappears infinitely many times as k 

varies. It now follows that C is rational, for if vk1 = vk2 ' 

then using (2. 36b) we have ck1 +m = C
k2

+m and so on, ... , 
which completes the proof of the proposition. 

In the case where A <- 4 we have already seen that 
fez) is necessarily rational, and in fact takes the 
special form (2.31) and (2.32). However in the case 
A = 4 the number C may be either rational or irrational. 
If it is rational, then the proposition provides that 
fez) is itself rational and can be expressed in the form 
(2.35), but where we no longer have any assurance 
that f(z) tends to zero at infinity. That is, I(z) is the 
sum of a polynomial and a component of the form (2.31) 
and (2.32). If, on the other hand C is irrational, then 
fez) cannot be a rational function and Szego's theorem 
provides that it possesses a natural frontier on the 
unit circle I z I = 1. 

Up to now the only use we have made of the positivity 
of gee) is embodied in (2.30). The full positivity con­
straint is most conveniently expressed in terms of the 
Toeplitz determinants12 

(2.38) 

Ck ck-l' ••• Co 

A necessary and sufficient condition that lIce) is non­
negative for 0'; fJ .; 1T is that 

(2. 39) 

while gee) is nonnegative for eo'; e '" 1T and vanishes 
on 0.; e .; eo if and only if we have both (2.39) and 

Tk(do, db' .. ,dk) ?o ° for all k = 0,1,2,00' , 

where for each k 

dk =2ck coseo- clk+ll - clk-ll' 

(2.40) 

(2.41) 

Furthermore, if Tko (co, cl, ••• , c'o) = 0, then 
Tk(co, ct, ••• ,ck) = ° for all k?o flO and this is the case 
if and only if fez) takes the form (2.31) and (2.32) for 
some 111 "'·l~o. 

We believe, but have so far been unable to prove in 
general, that the positivity constraints (1. 39) are in 
fact such as to ensure that the number C is rational 
and hence that there cannot exist a natural frontier on 
the unit circle in the case A = 4. This belief is support­
ed by the fact that it is certainly true in the physical 
case mentioned in Sec. 1 where no = 1 so that Co = 1. In 
this situation, either 

(2.42) 
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in which case fez) =co = 1, or else there is some first 
CkO such that I CkO I = 1. If the latter is true, then TkO = ° 
from which it follows that fez) is a rational function of 
the special form (2.31) and (2.32). 

We now return to the 11.' plane and convert our results 
concerning fez) into statements about the generating 
function G(m). When A < 4 we see from (2.31) together 
with (2.27) that G(m) is a rational fraction with its 
poles located at various points w = wk , 

kE {l, 2, ... , m - I}, where 
1 

wk = -;-4-co-s.....,2"occ-~1T-lrn-;1 r (2.43) 

When A = 4 and no = ~, we either have 

G(w) = 1 {[l±(l-~)mJ_l _.!.} 
.f 1 - 4w 1 + ,/1 - 4w 2 

for some 11/, 

(2.44) 

which must always reduce to a rational fraction with its 
poles at all of the points 7I'k' For example, when III 0= 7 

G(lr) - 1 - 7w + 14w
2 

- 7w
3 

(2 4 ) 
- 2(1- 411')(1- 5u' + 6w2 _ w3) , • 5 

or else corresponding to (2.42) we have 

'() 1 1 (, U' = - . -===-
4 2 )1-4w 

(2.46) 

It is interesting to note that G4 (w) here is precisely 
the function obtained for the one-dimensional Ising 
model in the thermodynamic limit. Rational fractions 
are obtained in the case of a finite Ising chain with 
periodic boundary conditions. 

3. THE PROBLEM WHEN i\ > 4 

This situation is the interesting one for physical 
problems with the exception of the one-dimensional 
ISing model which corresponds to A =4. 

P1'oposition: Any Diophantine moment problem corre­
sponding to A> 4 can be reduced to one with A = 6 by 
repeated application of the transformation 

G (w) = 1 G ( 11,2 
UA 1 - U'vA A (1 _ U· VA)2 ' 

(3.1) 

where G A (11') denotes a Diophantine moment generating 
function associated with the support [0, Aland vA is 
integer. 

To prove this result we need to use various trans­
formations which take D. M. P. 's into D. M. P. 'so These 
are of considerable importance and we begin by dis­
cussing the simplest ones. 

Starting with 

Ilk = lb >.,ka("A)d"A, I~=O, 1, 2,"', (3.2) 
a 

where a and b are real numbers, a is nonnegative, 
and the no's are integers, let us make a translation 

"A = x - q, where q is an integer greater than - (/. 

(3.3) 

Then we obtain 

l
b+q 

n. = (x - q)k a(x - q) dx, 
a+q 

(3.4) 
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and putting a(x) = a{x - q), which is also nonnegative, 
we define a new set of moments by 

These new moments associated with the translated 
measure a(x) are also integers because 

~ = fb (X +q)k a(X) dX = t ('?) qk_P np , 
P=O p 

a 

and the two generating functions 

~ ~ 

G(w) = '0 nkwk and G(ql(no) = '0 nkwk 
hll hO 

are connected by the relation 

G () 1 G( U' ) (ql lI' = 1 _ qw (1 - qw) 

The second simple transfor mation is nonlinear. 
Setting 

X=y2 

in (3.2) and supposing 0< a < b, we get 

and 

~ f b a(X)dX 
G(u') =); n w k = k';;-6 k 1- Xw 

a 

=f.f
b 

a(l)y( 1..f: + 1 ) dy 
1 - y w 1 + ylw 

.fa 

-f+"l> iyia(i) d' 
- 1- y{il' }, -.fb 

a(i) being zero on [-la, + Jil]. 

If we now introduce the moments 

mk=J~v'b Iyla(i)ldy, k=0,1,2,"o, 

then we see that the generating function 

~ 

G,(w) = 0 n1kllf 
k:O 

is even and 

I/7Zk=nk, n12k+l=0, k=0,1,2,···. 

The two generating functions are related by 

G'l(w) =G(w2). 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

(3. 13) 

(3.14) 

(3.15) 

Next we combine the two transformations (3.8) and 
(3.15). Starting with 

(3.16) 

and applying the quadratic transformation followed by 
a translation, we arrive at 

1 (U') G[1[oJ(w) = -1-- G" (-1--) 
- qw - qw 

1 (u}) 
= 1 - qw G (1- qw)2 

(3. 17) 
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where the support of G [l(o] (w) is l- IA + q, JA + q 1 and 
its moments are 

(k/21 (k) - k_2p, • •• 
n1 k = '0 2 q np, k=0,1,2, , 

p=O P 
(3.18) 

[k/2] denoting the integer part of Id2. If we insist that 
IA is an integer, which we can always do by enlarging 
the support in (3.16), then we arrive at the D. M. P. 
preserving transformation (3.1), and we see that the 
original problem with support [0, A 1 is transformed into 
a problem whose support is [0,2 I A J. 

The proposition is now proved by repeated applica­
tion of this transformation as follows. Begin with any 
value of A> 4. Increase A until it becomes a perfect 
integer square. Apply the transformation. Repeat the 
process. It is readily seen that in this way we can al­
ways arrive at a problem whose support is [0,61. For 
example, for A = 54, which corresponds to the critical 
isotherm of the planar triangular ISing model, we have 
the sequence 

A = 54 enla!:!led to 82 = 64 tr~!,.'!n 16 

= 42 tr~sn 8 enlar~d to 32 = 9 h~sn 6. 

We have not been able to classify rigorously the 
classes of solutions that are admitted when A = 6, al­
though we have a fair idea of the types of things to be 
expected as will be seen from the examples given in 
the next section. The situation to date is summarized 
in Table 1. 

4. EXAMPLES 
A. A class of algebraic generating functions 

We consider the solutions Gi(w), i=1,2, ... ,N, of 
the algebraic equation 

+ p- G{w) +wG(W)N =0, (4.1) 

where p and N are positive integers. 

Proposition: The solution of (4. 1) which is regular 
at w = 0 is the generating function for a D. M. P. 
with 

N -1 [PN ] N 
A= -p- N- 1 when N> 1, and A = 1 when N= 1. 

PrOOf: Note that the only possible singular points for 
any Gi{w) are u'=oo, w=O, and 

The solution with no singularity at zero, Gj(z), has the 
expansion 

(4.2) 

wherein all the coefficients are integer. Observing 
directly from (4.1) that the imaginary part of any G/(w) 
cannot vanish when Imw * 0, we deduce from (4.2) 
that 

ImGj (w) < ° when Imw> 0. (4.3) 

Since the only singularities of Gj (w) are at w.1ng and 
infinity, we have by Cauchy's theorem 
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TABLE I. Summary of what is known about G(w) as a function of the length of its support. 

Support 

A=l 

A=2 

Nature of G(w) Remarks 

[1/1] rational fraction 

[2/2] rational fraction 
Only rational fractions are allowed. 

A<4 

A=4 

4<A<6 

rational fraction whose poles have various locations w = wk 
kE"{1.2 •.•.• m-1}. some m. where wk=1/4cos 2(k7r/m). 

If no= ~ while other moments are integer. then either G(w) is a 
rational fraction with poles at all of the points w = Wk' 

k=1.2 •...• m-1. where wk=1/4cos2(k7r/m). some m; or 
G(w)=V~4w. 

In general, G(w) may be a superposition of a rational fraction. 
an analytic function with branch points of order two at w = ! 
and w = 00. and a Stieltjes function with a natural frontier on 
!:::::w<oo. 

Very little known 

Algebraic functions with branch 
points of order two are admitted. 

Is the possibility of a natural 
frontier excluded by the positivity 
constraints? 

No-man's land 

A=6 Examples show that G(w) can have a natural frontier on its 
second sheet, and that certain hyper geometric functions 
possessing logarithmic singularities occur. G(w) can also be 
an algebraic function with high order branch points. 

Algebraic functions with high order 
branch points admitted. 

Functions with logarithmic 
singularities admitted. 

A>6 G A (w) is related to G 6(w) by a sequence of purely algebraic 
transformations. 

Gl{W)=~ f G1Wd~ 
21Tt (~-w) 

(4.4) 

for any W in the complex plane cut from we to ro, and 
C is any contour in this cut plane which encloses w. 
Choosing C as in Fig. 5, and letting the circular part 
tend to infinity it is readily found that the only contribu­
tion to (4.4) comes from the integration back and forth 
along the cut. Since Gl (w) is real on the real axis for 
W < wsiDll , the discontinuity along the cut is 

2limG{x+i€)=-21Ti8(x), X:;'W'iDll' (4.5) 
E - 0+ 

where 8{x) is positive because of (4.3). Thus we have 

( ) f~ e(x) dx. Gl W = x-w 
wsing 

Defining a{X) = 8 (1/X)/X on 0.:;:; X.:;:; l/wsiu we finally 

-------
/...... ........, 

/ , 
// '\ 

/ \ 
I \ 

I \ 
I \ 

I \ 
I I 
I I 

r---------W-+=-0----~r;~5~5~5;~75~r-~55755~5ryS~0~~ry7~77n77S7~Sn777 
I ;-----, 

\ Ws ! 
\ I 
\ I 
\ I 
\ I 

'\ / , / , / 

.... ,// 

........ _----- --
FIG. 5. The contour C used in (4.4) to reduce G1 (w) to the 
form (4.6). The discontinuity on the cut is positive. 
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(4.6) 

a(X)dX 
1 _ Xw' for all W in the cut plane, 

(4.7) 

which completes the proof of the proposition. 

Notice that for p = 1 and N large, A - eN. In this 
example we have a sequence of algebraic functions 
which are solutions of D. M. P. 's and whose order in­
creases with increasing A. 

B. A generating function with logarithmic singularities 

Suppose we have two generating functions 
~ ~ 

GA(w) = 0 nkwk and GA, (w) = 0 n~wk (4.8) 
k.O k.O 

belonging to supports [0, A] and [0, AI], respectively. 
Then the Hadamard product is defined by 

(4.9) 

Gu ' (w) is aD. M. P. generating function with support 
[0, AA'] because 

AA' 

f 
dX =f tk dt al(t/X) a{X) T . (4.10) 

o 
Choosing 

(4.11) 

we find 

Gl6 (W) = (G4 * G4)(w) = t (2n) 2 wn =F(~,~, 1; 16w) 
k=O n 

(4. 12) 
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which is the Gauss hypergeometric functiono This has 
a logarithmic singularity at w = *. 

Other hypergeometrics involving rational indices and 
the variable scaled by a suitable integer also give rise 
to D. M. P. generating functions. 13 

C. A generating function with a natural boundary on 
the second sheet 14 

Consider the case A = 8 so that 

nk = fo8 ~h7(A) dA, k = 0,1,2, •• '. 

Then defining i'f(A) = 2a(2A) on 0"" A"" 4 we find 

nk = t Ak dU(A) =nk /2\ k =0,1,2,···. 
° 

(4.13) 

(4.14) 

If we now convert this into a trigonometrical moment 
problem by applying the transformation (2.26) and 
(2.27), we find that the trigonometrical moments are 
of the form 

(4.15) 

where c/s are integero Now suppose that the ck's are 
such that the associated generating function 

1(z) = to ~ Zk is holomorphic for 1 z 1 < 2 (4.16) 

and moreover 

Re1(z)~co/2 when Izl<1, (4.17) 

so that the associated trigonometrical measure gee) is 
nonnegativeo Then on inverting the transformation 
(2.26) and (2.27) we are led to a solution of the D. Mo P. 
(4013)0 

Now choose 

Co = 2, ck = 1 if k is prime, and ck = 0, otherwise. 

Then (40 16) is satisfied, and moreover 

ReI(exp(ie» = 2 + ~ (coske)/2 k 

k prime 

? 2 - t 1/2k~ 1 =co/2 
k:l 

(4.18) 

(4.19) 

which is condition (4.17). Thus (4.18) corresponds to 
a solution of the D. M. P. (4. 13), where A = 8. More­
over, 1(z) clearly has a natural frontier on I z I = 2 so 
the solution of the D. M. P. has a natural frontier on 
its second sheet. 

D. A generating function associated with a Cantor set 

We consider the effect of repeated application of the 
D. M. P. preserving transformation (3.1), starting with 
A = 6 and any CJo, (w) whose support is the whole inter­
val [0,6]. On increasing A to 9 and applying the trans­
formation we obtain CJI, (w) whose support is contained 
in [3-v'6, 3+v'6]. Again increasing A=3+v'6 to 9, and 
again applying the transformation, we now obtain a 
D. M. P. generating function CJ2 ,(w) whose support is 
contained in [3 - (3 + v'6)1/2, 3- (3 _ v'6)1/2] 
U [3 + (3 - v'6)1/2, 3 + (3 + v'fI)I/21. At the nth iteration 
we obtain a D. M. P. generating function CJn,(w) whose 
support is contained in the union of the set of intervals 
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I(n, [(n, (n,} . 1 2 2n- 1 
J = a2J_1> a2i , J = , , ... , . (4.20) 

Here the set {a~n'}~:l consists of all the numbers which 
are expressible in the form 

3 ± (3 ± (3 ± ••• (3 ± v'6)1/2 ••• )1/2)1/2, (4.21) 

where the number of square roots involved is n. These 
numbers are ordered so that 

(4.22) 

and the only difference between a~n/_l and a~f is the sign 
of the VB term in their representations in the form 
(4.21). The following points, which we state here with­
out proof, can now be established. Firstly 

2n_l 2" 

U Ij"'=> U Ij"+I, for n=1,2,3,"', 
J=1 J=1 

(4.23) 

so that each set of intervals forms a covering to all of 
its successors. Secondly, 

2n-1 2n 

lim meas U IJ"' = lim 0 1 a2J - a2J_I 1 = 0. 
"_DO j=1 n_co J=1 

(4.24) 

Thus the limiting support, as n tends to infinity, is the 
set 5 of all pOints expressible in the form 

3 ±v'(3 ± v'(3 ± ••• ad infinurn): (4025) 

5 is uncountable and of measure zero, and is therefore 
a Cantor set. 

The above consideration leads us to seek the answers 
to the following questions. Does the sequence 
{CJ"'(W)};=I converge to a well defined limiting function 
Cf'(w)? Is ct'(w) a genuine D. M. P. generating func­
tion? What is the nature of the measure of ct '(u'), 
this being associated with the Cantor set S? 

Proposition: Let CJo,(w) be any given D. M. P. gen­
erating function with support on [0,6]. Then the sequence 
{CJn,(u-)}'i' converges to a function ct'(w), the con­
vergence being uniform for U' EO~, where ~ is any closed 
bounded region interior to the complex plane cut from 
w=i to w="". 

Furthermore, ct'(w) is a fixed point of the trans­
formation (3.1) corresponding to A = 90 It is a bona fide 
D. M. Po generating function with support [0,6] and is 
unique up to multiplication by a positive integer no, its 
Taylor series expansion about the origin being 

00 

ct'(w) =no '0 gkul , (4.26) 
k=O 

where the gk'S are integers given recursively by the 
relations 

(4.27) 

and 

2s+2 (2S + 2) = (_ 3)-2 (s+I, 6 gp(- 3)"P P gs+l, 
s = 0,1,2, . 0 •• 

p=O 

The series (4.26) converges for Iw I< i. 
PrOOf: First we note that if (3. 1) has a fixed point 
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Gt)(w) which is regular in some neighborhood of w=O, 
then its Taylor series expansion about w = ° would have 
to be (4.26) where the gn's are given by (4.27). This can 
be seen by substituting (4.26) into both sides of (3.1) 
wherein A = 9, and equating coefficients. Furthermore, 
it is easy to see that the g/s defined by (4.27) are all 
integers. 

Now let us start with any D. M. P. generating function 
G4°)(w) with GJo)(O) = no and A = 6, and let us apply (3.1) 
n times to obtain a new D. Mo P. generating function 
G6(n)(n.oj belonging to A = 6. Set 

~ 

Gt)(w) = '0 g:")w". 
k=O 

Then a little algebra provides that 

g~n)=nogk for k=0,1, ... ,(2n-1), 

(4.28) 

(4.29) 

where the gk'S are those defined by (4.27). Moreover, 
we know from the previous proposition that GJn)(w) is a 
D. M. P. generating function with support [0, 6J, and 
hence 

(4.30) 

where a(n)(x.) is a nonnegative measure on [0, 6J. In 
addition, from (4.29) it follows that 

gJn) =no and gt) =3no for n ~ 1. 

Applying the theory of upper and lower principal 
representations16 to (4.30) and (4.31) we obtain 

3kno ~g:") ~ t 0 6kno for all k> ° and n ~ 1. 

Combining this with (4.29) we now have 

(4.31) 

(4.32) 

3k ~ gk ~ ~. 6k, for all k> 0, (4.33) 

which says in particular that the series (4.26) is abso­
lutely convergent for [w [< t. Let us denote the function 
thus defined by Gt)(w). 

Finally we prove that 

G(~)( .) =/ 6 a(X) dX. 
6 U. 1- Xw for some nonnegative a(X), 

o 
(4.34) 

and that {GJ")(w)};=o converges uniformly to Gt)(w) for 
all WE n, where n is any closed bounded region in­
terior to the complex plane cut from w = t to 00. 

To prove (4.34), we recall that 

f
~ B(X)dX. . 

F(w) == (1 _ wX) for some nonnegative B(X) 
o 

if and only if17 Do k(Fo,Fj, ••. ,F2k)~0 and 
D 1,k(Fj, F 2, .•. , F;k+l) ~ ° for all k where 

DI,k(F
" 

F ,+!> •• ' ,F2k+l) 

F 1+1 FI+2 
=Det for [=0 and 1, 
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(4.35) 

(4.36) 

(4.37) 

But D"k(nog
" 

nog'+1> ••• , nogl+k) =D
"

k(g:2k+l), gi!~+I) , 
••• , g:!~+I» ~ ° for l = ° and 1 because GJ2k+l) (w) is 

certainly of the form (4.35), and we have (4.29). It 
now follows that Gt lew) is expressible in the form 
(4.35). In addition (4.33) implies that the measure is 
zero for w> 6, and thus we have (4.34). In particular, 
the Stieltjes moment problem associated with the set 
of moments {nogk}Z.o is determinate: Thus18 the set of 
moments {nogk};.o defines a lense-shaped region 
wN(nogo, ••• , nogN ;w) in the complex plane, for each 
WE n, such that for any function of the form (4.35) 
whose first (N + 1) moments are precisely 
nogo, nogj, ••• , nogN, we have 

F(w) E wN(nogo,"" nogN; w) for all WE n, 

where 

SizewN(nogo, ••• ,nogN;w)-O as N-OO, 

uniformly for WEn. 

The size of a set 5 in the complex plane is simply 

(4.38) 

(4.39) 

Max{ [Wi - W, [: WI E 5, w2 E 5}. Let E> ° be giveno Choose 
N so large that SizewN(nogo, ••. , nogN ;w) < E for all 
WE n. Then we clearly have 

1 Gt)(w) - GJn)(w) 1< E for all WE n 

for all n> N, which completes the proof. 

(4.40) 

We are now in a position to specify the measure 
at)(x.) of Gt)(w), and to show how this is defined over 
the Cantor set 5. Let the measure associated with 
GJn)(w) be aJ")(x.), and define 

BJn)(x) = loA ar)(x) dx for all n = 0,1,2, .•• , (4.41) 

so that 

f 6 dBt)(x) 
G4n )(w) = 

(1- wX) 
o 

(4.42) 

Then using the uniform convergence of the sequence 
{G4n ) (w)}, we have from the theory of moments that 

limB4n)(:\)=Bt)(X), uniformly for X.E [0,6J. (4.43) 
n ~ 00 

Moreover, from the proposition, the result must be in­
dependent of the choice of starting function GJO)(w), 
subject to the normalization condition 

(4.44) 

NOW, the relation between the successive aJn)(x.)'s is 

ar1) (X) = IX-3Ia4")«X.-3)2), n=0,1,2,···. (4.45) 

ChOOSing for Simplicity 

aJo)(X) = 15 (X - 6) (4.46) 

we find 

(41 )(x.)=t[15(X- (3-16»+15(:\- (3+Y6)J. 

Iterating, we thus have 

1 2n 
0'4n)(X) = 2" '6 15(X - a~n», 

k=1 
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FIG. 6. The devil' s staircase. This represents the integrated 
measure fX at)(;>.J d"A associated with the D. M. P. generating 
function G~(~)(w). Each "vertical" segment has the detailed 
structure shown in the inset. 

where the a~nl's are defined in (4.21). Hence 

BJn)(\) = 21n x {The number of a~n)'s less than or equal 

to \}. (4.49) 

Taking the limit as n - 00, we obtain et )(A) which is an 
example of the infamous devil's staircase, illustrated 
in Fig. 6. It is a continuous bounded monotone nonde­
creasing function whose derivative exists and is zero at 
every point except on the Cantor set S. 

More generally we can consider the fixed point, 
G.J;) (w), of the transformation (3.1) corresponding to 
an initial D. M. P. generating function Gi~)(w) with 
support on (0, 2q J, where q is an integer ~ 2. Starting 
with A = 2q, one increases A to q2 and applies (3.1) 
to obtain a new D. M. P. generating function Gi~)(w) with 
A = 2q, 000, and so on. The analysis proceeds just as 
before except that the role of 3 is played by q through­
out. Gi;)(w) is aD. M. P. generating function which has 
for support the set of all numbers of the form 

q ± ffq ± f(q ± f(q ± ••• ad in/inum) o •• ))). (4.50) 

This ensemble appears to be a Cantor set of measure 
zero for all q> 2. When q = 2 the ensemble is dense in 
(0, 4J and we find 

Gr)(w)=~, 
1-4w 

(4.51) 

where no is a positive integer, and the corresponding 
measure is 

(4.52) 

What happens in this limiting case is that all of the gaps 
in the support of the measure become filled up and the 
resulting measure is very smooth. 

We note that the support of G1; )(w) is in fact contained 
in (q - fAo, AoJ, where 
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Ao = (2q +f(4q + I)J /2. (4.53) 

In particular, on supposing that near Aii l 

Gi; )(Aijl - E) - EO< + higher order in E, (4.54) 

and substituting into the fixed point equation 

G(~)(w) - __ 1_ G ( UJ2 ) 
2. - 1- qw 2. (1 _ qW)2 (4.55) 

we obtain after some calculation the consistent con­
clusion that 

(4.56) 

Choosing n, not necessarily an integer, so that Ao =4n, 

and the integer q = 4n 
- 2n

, we find the index 

(l' =- n/(n + 1), (4.57) 

which agrees with (4.51) where n = 1. 

These functions have many interesting properties­
analyticity in a cut plane, positive discontinuity, ex­
pansion with integer coefficients, and behavior like 
(ws - w)'" near the first singular point Ws = Aii l

. The 
occurrence of such functions in our problem was un­
expected and a physical interpretation of them can only 
be for the moment hypothetical. However, functions of 
this type occur elsewhere in a physical context-in 
particular, reference are made to such functions in 
recent studies of crystallographic structures. 19,20 

5. CONCLUSION AND OUTLOOK 

An interesting result of our analysis is the quantifica­
tion of the D. M. P. when the length of the support is 
less than four. The fact that all supports greater than 
four can be reduced to a length six is a mathematical 
equivalence which may correspond to some phYSical 
property such as universality. We have not been able 
to classify the families of solutions which appear when 
4 < A"" 6, and suspect that such a classification must 
depend not only on A but on other parameters as well, 
in distinction from the case A"" 4. 

The nature of families of solutions admitted when 
A> 4 might be classifiable in terms of the smoothness 
of the measure 0'(\). Various solutions of the D. M. P. 
with continuous 0'(\) are provided by the hypergeometric 
functions F(a, b, c ; Tz) with a and b rational but not 
both integers, c integer, and T an integer which depends 
upon a, b, and c. Similarly, solutions are also provided 
by functions which are algebraic over hypergeometrics, 
F(at. a2, •.• , a" ; zT). 13 

An insight into the arithmetical nature of the critical 
indices and an arithmetical interpretation of their uni­
versality will only be revealed when the D. M. P. has 
been completely classified. However, we anticipate 
that the class of transformations introduced in Sec. 3 
may have surprising consequences for the physical 
Ising model considered at the outset. These transforma­
tions admit fixed points, the simplest of which corre­
sponds exactly to the known solution for the one-dimen­
sional ISing chain. For the moment we can only guess 
that this transformation may be interpreted as a scale 
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transformation in both the magnetic field and tempera­
ture variables. In general we ask if the strange devil's 
staircase type functions playa role related to the be­
havior of the thermodynamical functions in a purely 
imaginary field. The latter has received attention only 
very recently, 10 being treated from the renormalization 
point of view. For us, this provides a motivation, over 
and above mathematical interest, to extend the investi­
gation to the case of polynomial moments and to see if 
similar transformations prevail. 

More generally, the study of the moment problem 
when the moments belong to special classes, such as 
integers, rings, discrete sets, etc" may provide a 
complete new insight into statistical mechanics models 
as well as quantum systems such as field theory, bear­
ing in mind that most of the physical problems of this 
sort can be formulated as moment problems on abstract 
fields, 
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A direct method for the determination of the Langlands decompositions for the parabolic subalgebras of 
any noncom pact semisimple real Lie algebra is described in detail. The method is based on the canonical 
form of the Lie algebra. The physically important Lie algebras so(3,2) and s0(4,2) are treated as 
illustrative examples. 

/. INTRODUCTION 

In this paper it will be shown that the method given 
earlier (Cornwell, j hereafter referred to as paper I) 
for the direct determination of the Iwasawa decomposi­
tion of a noncompact semisimple real Lie algebra can 
be extended very easily to give directly the Langlands 
decompositions for all the parabolic subalgebras, These 
decompositions form an essential part of the construc­
tion of various series of unitary irreducible representa­
tions of the corresponding semisimple Lie groups 
(cL Lipsman2). 

The definition of a general parabolic subalgebra and 
its Langlands decomposition is given in some detail in 
Sec, II. Also included there are the definitions of the 
"minimal" parabolic subalgebra and of "cuspidal" 
parabolic subalgebras, together with an outline of the 
role that all these subalgebras play in representation 
theory. (Further details may be found in the work of 
Warner. 3) 

The direct method of construction of Langlands de­
compositions of the parabolic subalgebras is described 
in Sec, III, This involves an automorphic mapping V 
between two Cartan subalgebras that appear, This 
automorphism is examined in Secs, IV and V for the 
cases in which the noncompact real Lie algebras are 
generated by inner and outer involutive automorphisms 
respectively, The physically important Lie algebras 
so(3,2) and so(4, 2) are treated as illustrative examples 
in Sec. IV. 

". PARABOLIC SUBALGEBRAS 

As the definition and construction of the parabolic 
subalgebras of a noncompact semisimple real Lie 
algebra L are based on the Iwasawa decomposition of L, 
it is necessary first to recall certain facts concerning 
the Iwasawa decomposition, The most important is the 
eXistence !# a Cartan subalgebra H' of the complex 
extension L of L which does not COincide with the Cartan 
subalgebra fI of Z that arises in the canonical construc­
tion of L itselL (A more complete discussion was given 
in I, the conventions of which will be employed here 
without modification, ) 

In the canonical constructions of L of Cartan' and of 
Gantmacher,5 L may be generated from its compact 
real form Lc by a chief involutive automorphism Z, 
which is definedG with respect to the Cartan subalgebra 

fl. More expliCitly, L === IZ Le, where 12= ~(1- i)Z 
+ ~(1 + i)l (1 being the identity), and where for a chief 
inner automorphism Z=exp(adh), where hd-l, while 
for a chief outer automorphism Z === Zo exp(adh), hdi, 
Zo being an outer automorphism associated with a 
"rotation" in H. It w ill be assumed (as in I) that Z and 
Lc are specified in the usual way by the roots defined 
with respect to this Cartan subalgebra H. 

The Cartan subalgebra II' of the Iwasawa decompOSi­
tion appears in the following way. Let I{ be the maximal 
compact subalgebra of L defined such that aE/{ if and 
only if aEL and Za === a. Let P be the subspace of L such 
that aE P if and only if aEL and Z a = - a. Let Al be the 
maximal Abelian subalgebra of p, and !hI the centralizer 
of AI inK. Suppose dimAI===mI , the so-called "split 
rank" of L, and that Hj, j ===1, 2",., m I , form a basis for 
AI. Then7 the maximal Abelian subalgebra of !hI has 
dimension (J - mIl, where I is the rank of Z, and may 
be taken to have as its basis -iHJ,j=mr +1, •• "I. 
Then the complex Lie algebra having HJ, j = 1,2, ••• ,l, 
as its basis is the Cartan subalgebra fI, of I associated 
with the Iwasawa decomposition. 

The final stage in the construction of the Iwasawa 
decomposition involves the determination of a nilpotent 
subalgebra N I of L whose elements are linear combina­
tions of those of both /{ and P. This requires the roots 
CY'(h') of Z defined with respect to fI' and the corre­
sponding elements e} of Z defined such that 

[e~" h'l = a'(h') 

(for all h'd/') and 

B(e},e!",.)=-l, 

Moreover, let h'ctd/' be such that 

B(Il', h~.) = a'(h') 

for all h'd-I'. Then 
I 

h~.= I;c J(a')HJ 
i.1 

(1) 

rwhere the coeffiCients cJ(a') are all real) and the root 
0" (defined with respect to H') is said to be a member 
of the set P' if and only if c ,(a') > 0, where j is the 
least index such that c,(a')*O. (That is, P' is the set of 
"positive" roots of Z with respect to fI'). The set p' 
may be divided into two disjoint subsets P~ and P: by 
the requirement that a'EP! if and only if a'EP' and 
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o/(ZII') = G'(Tt') 

for all li'JI', and by the requirement that atLP: if and 
only if a'cJ)' and a't.P.!. As Zh'=-f!' for aUlz'EAl> 
this implies that 0" (lz,) = 0 for all O",~P! and allli'Cc.liu 
and also that if a'LP:, then there exists an h'Li;l such 
that a' (/i') *" O. If Nt is the subspace of Z spanned by the 
elements e~. for all CY.'"J):, then Iwasawa7 has shown 
that ill I is a nilpotent subalgebra of [: The required sub­
algebra IVI of L is finally defined by N 1~:VI lit The 
Iwasawa7 decomposition of L is then 

L~' K 11'lir(r) NT> 
and any subalgebra that is conjugate to 

(![ Al 
is called a "minimal parabolic subalgebra of L." (In 
I, A I, /)1 1 , NI , and IIlI were denoted by II, C(II), N, and 
m respectively). 

A general "parabolic slIlJalgebra" of L may now be 
defined as any subalgebra of L that contains a minimal 
parabolic subalgebra of L. There exist 2m[ conjugacy 
classes of parabolic subalgebras of L. In each such 
class there is a "slaw/arrl parabolic s/lbalgebra Pe", 
which may be set up in the following way. (Further 
details may be found in the comprehensive account of 
Warner. 3) 

First let (~: be the set of roots A' that are the restric­
tions to A[ of the roots 0" of the set P:, and put z' 
=Z~U(-l:~). Let 'li'=-~{A!,A~,.oo }be the set of mr roots 
that are the distinct restrictions to AI of the simple 
roots {ai, a~, ... , aIr of Z defined with respect to fi' 
which are contained in P:U (- pn. Then '1" forms a 
fundamental system of roots for Z'. 

Now let 8' be any subset of '1". Clearly there are 2mr 
such subsets, including '1" itself and the empty set 0. 
Let (e') be the subset of 2~' that consists of linear com­
binations of the roots of 81

, and let (e /)+ = 6~11 < 8') and 
(8')_= (- ~Dn<e'). 

The subalgebra Aa of L may be defined as the set of 
elements h' of Ar such that ;\.'(h/) = 0 for all A' ~ e' 0 

Obviously A is an Abelian subalgebra of A. 
The set J1 (8) may then be defined to be the subspace 

of /11 having basis elements Q., for all A'e:: e', where 
Q., is itself defined as the element of I!r such that 

B(h', Q~,) c-c A/(Iz/) 

for all it'cAr. Obviously j1 (e) is the orthogonal comple­
ment of.fle inAr relative to the Killing formo 

Now let L(A') be the subspace of L consisting of ele­
ments n of L such that 

[a,lt/l=A/(h')a (2) 

for alllz'Ec.A. The subspacesl\!.(e), N_(8), and No. of L 
are then defined as the direct sums of the subspaces 
[("A') for all "AI of (0')+, (6')_, and {z::-(er>J, 
respectivelyo 

Finally the subalgebra /110. of [ is defined by 

Me. =/I1 r (8 N + (e) (8 N _( a) EBA( 8), 

where again EB merely denotes a vector space direct 
sum, so that /118 EP Ae is the centralizer of A (I in L. Then 
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(3) 

is a standard parabOlic subalgebra of [ in which the 
Langlands decomposition has been explicitly displayed. 
[Again in (3) i1' denotes merely the vector space direct 
Sum and does not imply that ,1/1 8, lie, and No mutually 
commute. For an account by Langlands of the signifi­
cance of this decomposition and its generalization to 
algebraic groups, see Ref. 8.1 

Clearly the parabOlic subalgebra Po. depends on the 
choice of the subset 8', the 2m[ possible choices of B' 
giving 2mr nonconjugate parabOlic subalgebl~as. It is 
obvious that 

/lr=/I(tJ) ll8 

and 

(\I I'''' 1'-/.( e) (0(\10., 

implying that 

P8= Pr(';:N_(e), 

so that Pr is certainly a subalgebra of Peo 

In the extreme case in which e' is the empty set 0, 
(e /) =0 0 so that /Ie =11 l' Moreover A(e) =N.(e) =N_(e) 
= {Or, the zero element of L, so that /118=,1/1 r. As {z:~ 
-(e'>J=:>;~=P:, it follows thatN8=Nr' Thus the 
extreme choice 8'=0 corresponds to PB being the 
minimal parabolic subalgebra Pl' 

The other extreme chOice is 8'='li', for which 
<I)I";=~/. In this caseAe={O}, so that/l1e=[. Finally 
{~~-<er>J=:0 so that No.=={O}. Thus with the extreme 
chOice or ='f1', the parabOlic subalgebra Po is L itself. 

These considerations imply that there are no non­
trivial nonminimal parabolic subalgebras when m 1= L 
Two physically important examples for which this is the 
case are L co- so(4, 1) and L = so(3, 1) -s1(2, c). 

As in the case of the Iwasawa decompOSition, it is 
the determination of the subspaces N (e), N-<a), and No 
that present the most difficulties, fo; the usual method 
involves solving the set of eigenvalue equations (2) to 
determine the subspaces L (A'). As this essentially im­
plies redetermining the structure of Z, it is totally 
unnecessary. In fact the required subspaces are merely 
generated by the automorphi£ images of the e", of the 
original canonical basis for L, as will be demonstrated 
explicitly in Sec. m. 

A real Cartan subalgebra 1-1: of L may be defined as a 
real subalgebra of L whose complex extension fI' is a 
Cartan subalgebra of Z. It is well known2

, 3 that although 
all the complex Cartan subalgebras of L are conjugate, 
there exists in general more than one conjugacy class 
of real Cartan subalgebras of L, but the number of such 
classes is always finite. Moreover within each such 
conjugacy class a real Cartan subalgebra 1-1: may be 
chosen so that 

I-i t ~-= (f/: ill{)G1 (1-1 ~I P), 

such a real Cartan subalgebra being said to be "Z­
invariant" or "Z-stable. " fi: is described as being 
"maximally split" if lI~.' P == A, which is obviously the 
case for the real Cartan subalgebra with basis Hj, 
j=1,2,.o. ,m], and -iH~,j=mr+1,.o. ,l, associated 
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with the Iwasawa decomposition. While there is only 
one conjugacy class of real Cartan sub algebras that are 
maximally split, there may exist nonconjugate Z­
invariant real Cartan subalgebras H;1 and H,h. such that 
dim (H,.'1 n/() = dim(H:2 n!() and dim (H:1 n P) = dim(H,.'2 
n Pl. A parabolic subalgebra Po is said to be "cllspidal" 
if and only if there exists a Z- invariant real Cartan sub­
algebra H,! such that 

A9~~H:'1p. 

Clearly the minimal parabolic subalgebra is cuspidal. 
However, at the other extreme, L itself is cuspidal if 
and only if /( contains a real Cartan subalgebra of L, 
which is the case if and only if L is generated by an 
inner involutive automorphism (c!. Secs. IV and V)o 
Obviously if plJ and Pu are two cuspidal parabolic sub­
algebras that a~e noncJnjugate andH~jnp=AlJj' j=1,2, 
then the real Cartan subalgebras H:1 and H;2 must also 
be nonconjugate. Thus the number of conjugacy classes 
of parabolic subalgebras of L containing cuspidal 
parabolic subalgebras cannot exceed the number of 
conjugacy classes of real subalgebras, thiS latter num­
ber being known for every L from the investigations of 
Sugiura,9 

One major application of the parabolic subalgebras 
lies in the construction of unitary representations of 
noncompact semisimple Lie groups, which are, of 
course, all necessarily infinite-dimensional (except for 
the trivial identity representation). Suppose that q is 
such a group, L is its corresponding real Lie algebra, 
and 88 is the "parabolic subgroup" of C; that has Pe as 
its real Lie algebra, Then various series of unitary 
representations of C; can beinduced10 from the repre­
sentations of the various paraboliC subgroups B8. For 
example the "principal series" or "prinCipal P-series,,3 
representations are induced from the minimal parabOlic 
subgroupo The other cuspidal parabOlic subgroups 
yield the "princ ipal nondegenerate" series of represen­
tations, while the noncuspidal parabolic subgroups 
yield the "degenerate" serieso Further details may be 
found in the review of Lipsman. 2 

III. DIRECT DETERMINATION OF THE PARABOLIC 
SUBALGEBRAS AND THEIR LANGLANDS 
DECOMPOSITIONS 

The direct determination of the Iwasawa decompOSi­
tion given in I was based on the fact that there exists an 
inner automorphism F of Z that maps H' into H, Let 
V fir, VA e, and VA 8) denote the images under the auto­
morphism V of AI' Ae, andA(8), respectively. Suppose 
that Vh' = h, where h' rdI' and hE H 0 On applying V to 
(1), one obtains 

[Ve~" 11 1 = a'(V-1lz)(Ve~,), 

which implies that a,(V-1h) is a root of Z with respect 
to H, and Ve~, is the corresponding element of Z. Let 
a'(V-1h) be denoted by a(h); that is, let 

a(h)=a'(V-1h) (4) 

for all hEH, Equation (4) establishes a one-to-one 
correspondence between the roots defined with respect 
to H' and the roots defined with respect to H. In this 
correspondence a fundamental root system with respect 
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to H' is mapped into a fundamental root system with 
respect to H, and similarly a fundamental system of 
roots restricted with respect to A I is mapped into a 
fundamental system of roots restricted with respect to 

VAlo Moreover 

Ve~, =e", 

and conversely 

Similarly, 

Vh~. =h". 

If Hi> H2, • • 0 , HI of H are defined by 

H j = VHj, j =1, 2, ..• ,t, 
where H{, H~, • •• ,H~ are as given in Sec. II, then, on 
writing 

the sets P, P.., and p. of roots speCified with respect to 
H may be defined as follows: 

(a) aEP if and only if b,(a) > 0, where j is the least 
index such that bj(a)*O. 

(b) aEp" if and only if aEP and a (Hj ) =0 forj=1,2, 
.o.,ln l • 

(c) aEP. if and only if aEP and actP •• 

Clearly P, P., and p. are the images under the corre­
spondence (4) of P', P':, and P:, respectively. 

Now define 6 to be the set of roots A that are the . 
restrictions to VA [ of the roots a of the set P" and put 
6 = 6 ,U (- 6). Similarly let >lI = {Ai> A2, ••• } be the set 
of m 1 roots that are the restrictions to VA 1 of the sim­
ple roots {ai> 0'2, • •• , a l } of Z defined with respect to H 
which are contained in P'U(- P), so that >lI forms a 
fundamental system of roots for 6. Moreover let 8 be 
any subset of >lI, and (~ the subset of 6 that consists of 
linear combinations of the roots of 8. Finally let (~ • 
= 6.n(~ and <~ .. = (- 6Jn(~. Obviously 6" 6, >lI, e, 
<~, (~,' and (~_ are the images of 6~, 6', >lI', 8', 
< e,,;, (8')., and (8'). under the mapping (4). 

It follows immediately that VA e is the subalgebra of 
VAl consisting of elements h of VAl such that A(h)=O 
for all AEe. Similarly, VA (e) is the subalgebra of VAl 
having basis elements Q~ for all AE8, where Q~ is it­
self defined as the element of VA [ such that 

E(h, Q~) = A(h) 

for all hE VA I' Thus Q~ must be a linear combination of 
the elements hex for which the restriction of a to VA I 
is A. The condition that QA must be a member of VA I 

then completely determines Qx up to a real multiplica­
tive factor. 

From (2) it follows that L (A') = Z (A')nL, where l (A') 
is the subspace of l that has as its basis elements the 
set of all elements e~. such that a' is a root of l de­
fined with respect to H' whose restriction to A I is A'. 
Thus Z (A') has basiS elements V-1e" , where Q is the 
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root of Z defined with respect to f-I whose restriction A 
to VA I is the image of A' under the mapping (4). Con­
sequently N (e), t\,L(e), and N9 are given by N (e) =N (e) 
n L, !!jeb~7.(e)nL, and N9=N9nL, where N:(e), N:(e) , 
and N 9 are subspaces of l that are generated by the 
elements V-1e", for all roots (Y of L defined with respect 
to H whose restrictions to VA I are contained in (e)., 
(9)., and {L - (9) }, respectively. [It should be noted 
that the ele~ents' V-1e", of N.(fJ) and N9 are precisely the 
set of elements that appear in the direct determination 
of the Iwasawa decomposition as generators of NI, 
where Nr=NI nL. (In I, NI was denoted by N. ) Thus there 
is no effort involved in the determination of N (e) and 
N9,l • 

It is obvious that the choice e = 0, the empty set, 
yields P9=PI' and that e=>It gives P9=L, so the only 
interest attaches to the cases in which e is a nonempty 
proper subset of >It. 

With the Iwasawa decomposition of L constructed as in 
I, the procedure for determining A9, N9, and 1Yt9 may be 
summarized by listing the ten stages involved: 

(a) Construct the fundamental root system >It, 

(b) Choose a nonempty proper subset e of >It. 

(c) Construct VA9 by the criteria that hEVA if hEVAI 
and A(h) = 0 for all AE e, 

(d) The elements of A9 are then given by V-lh, where 
hE V A, us ing the properties of the automorph ism V 
described in more detail in Secs, IV and V, 

(e) For each AEe, construct QA from the criteria that 
Q A is a member of VAl and is a linear combination of all 
the elements h",Ef-I for which the restriction of Ci to VAl 
is A. 

(f) Evaluate V-1QA for all AEe, these being the basis 
elements of A (e), 

(g) Evaluate V-1e", for all Ci whose restriction to VA 
is contained in (9)., these being the basis elements of 
N.(e), 

(h) Divide the subalgebra t'!I associated with the 
Iwasawa decomposition into its two complementary sub· 
spaces fJ.ce) and N9 by the criteria that V-1e"EN.(e) if the 
restric1ion of CI to VAl is contained in (9). while 
V-1e"EN8 if this restriction is contained in {L. -(e) J. 

(i) Determine N (e), N.(e), and N9 byA/ (e) =1\; (e)nL, 
N.(e)=N.(e)nL, andN8=tV9nL, respectiv~ly, • 

(j) Determine 1Yt9 from the definition 

1Yt9 =1Yt/B N.(e) 8" N.( e) Ell ACe). 

(It should be emphasized that of these stages only (g) 
involves anything other than the most simple algebraic 
manipulation, ) 

IV. LANGLANDS DECOMPOSITIONS FOR PARABOLIC 
SUBALGEBRAS OF REAL LIE ALGEBRAS GENERATED 
BY CHIEF INNER INVOLUTIVE AUTOMORPHISMS 

A. General theory 

The chief inner involutive automorphism Z = exp(adh) 
is diagonal with respect to the canonical basis of Lc. 
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K has a basis conSisting of ih" for (lI=Clj,j=I,2, .•• ,l, 
together with (e" + e.,,) and i(e" - e.",) for all CI such that 
exp[CI'(h)l=l, while the basis of P consists of i(e"+e.,,,) 
and (e" - e.,,) for all Ci such that exp[ (lI(h) 1 = - 1. Con­
sequently A I may be taken to have a bas is consisting of 
elements of the form i (e '" + e.,,). Let R (AI) denote the 
set of r I positive roots (y that appear in this way inAI' 
Obviously in this case r/=Tn l • [In order to ensure that 
A is Abelian, R(AI) must be chosen so that if {3 and} 
are any two roots in 1« AI)' then neither {3 + y nor f3 - " 
is a root of [. 1 

At this point it is worth noting that a small but useful 
simplification is possible in the method described in I, 
for the maximal Abelian subalgebra of lri l (which was 
denoted by!l1 in I) can alway s be chosen to lie entirely 
withinHiL. This means that -iHJ, j=m l +l, ... ,l, 
can be chosen to be certain linear combinations of the 
basis elements ih", of HnL. Correspondingly the set 
/~ of Sec. IV A of I can be taken to be empty. Conse­
quently the automorphism V of L that maps H' into II 
[and which in I was given by Eq. (15)] is now given by 

where 

V"=exp[ad{ia",(e,, - e.,,)}], 

a,,=1T/[8((lI,0<)11/2, 

(5) 

and where the product in (5) is now over the roots of 
R(AI) alone. {This Simplification is always possible 
because if f3ERi!J and (lIER(AI) then [e*a, eu ] = O. As 
ha=[ea,e.al this implies that [ha,i(e"+e.,,,)l=O, so that 
iha may be used in place of (ea+e.a) as a basis element 
of the maximal Abelian subalgebra of 1Yt1' } All the prop­
erties of the inner automorphisms V" and their inverses 
that are needed for the various stages of the procedure 
of Sec, III are summarized in the Appendix of L 

To facilitate the application of the above method, a 
complete speCification of the maximal compact sub­
algebra K and the subspace P, together with a conve­
nient chOice of R(AI) and the maximal Abelian sub­
algebra of IYtI is given in the Appendix for each of the 
classical noncompact simple Lie algebras L that are 
generated by inner involutive automorphisms. 

B. Examples 

1. L = so (3 9 2) 

The positive roots of L = B2 are (lito Ci2, 0<1 + 0<2, and 
Cil + 2Ci2' As noted in the Appendix, the chief inner 
involutive automorphism Z = exp(adh) generating 
L = so(3,2) may be chosenl1 so that 

)

1, Ci = 0< 1 + Ci2, 

exp{QI(h)}= 
-1, Ci=Qlh (lI2, (\'1+ 2 0<2' 

Thus !{ has basis ih" with 0' = 0'10 Ci2, together with 
(eo< + e.,,) and i(e", - e-c<) with Ci = 0'1 + 0'2, while P has 
basis i(e", + e.a) and (e", - e.",) with 0' = (lit. 0'2, (lIl + 2(l12' 
In this case ml = rl = 2, and (as noted in the Appendix) 
a convenient choice for R (A I) is 

R(AI) = {O'j, 0'1 + 202}, 
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with,t/1I={O}. As 111I=l=2, there is no restriction in­
volved in this case in considering the subalgebra VAl 
of H. Thus lJ1 = {Ai> A2}, where Al = ()Il and A2 = ()I2' More­
over, as shown in Sec. N of I, 

F. = P={- 0'1, 0'2, - (0.1 + ()I2), - «()Il + 2 ()I2)}, 

so that 

~+ ={- Ai> A2, - (Al + A2), - (Al + 2A2)}' 

L = so(3, 2) has four standard parabolic subalgebras, 
namely the minimal parabolic subalgebra (found in 
Sec, IV of I), L itself, and two others which will now be 
determined, 

(i) Choose 8 = {Al}' Then VAe has generator h", with 
()I = ()Il + 20.2, and so [on using Eq, (A2) of I] Ae has 
generator i(e", + e_",) with 0. = ()Il + 2()12. As Q~l = h"'l' 
Eq, (A2) of I also shows that A( 8) has generator 
i (e"'l + e_"'l)' 

Because (e>_={Al}' ,7:;_(8) is generated by 

1 '( ) "61/2h V" e"'l="2 e"l- e_"'l - 2t "1 

[where Eqo (A3) of I has beenusedl, As (e>+={-Al} and 
{~+-(e>J={A2'- (Al+A2),- (Al+2A2)}, N.(8) is generated 
by 

-1 _1.( ) 1. 'h1/2h V e_"l--ze"'l-e_"l -21 "1 (6) 

and Ne is generated by 

V -1 , ( )" , ( ) e"2 ="2 e"2 - se_"'2 - 2t" e"1+"2 - se_<"l+ "2) , 

V-le_<"l+ "'2) = ti ss '(e"2 + se_"2) + t s (e"'l+ "'2 + se_<"l+ "'2»' 

where s=sgn(N"'1'''2N '''1+2'''2'-''2)' s'=sgnN"'1''''2' 

Consequently the basis elements of Ne are 

- t(e "1+ 2"2 - e -<"1" 2 "2» - ti6
1 

/2 (h"'l + 2h"'2)' 

!(e -e )-ks'(e -e ) 2"2 -"2 2 "1+ "'2 -<"'1+ "'2) , 

ti (e"'2 + e_"2) + t S '(e"l" "'2 + e_<"l + "'2»' 

and the basis elements of 1118 may be taken to be 

(7) 

i(e" + e_,,), (e" - e_"l)' and ih" • Clearly ih"l and 
i(e"~+2"2 +le_<"l+~'" » are generators of a real Z-inva­
riant Cartan subaigebra H,.' for which H,.'n P =A8' so this 
parabolic subalgebra Pe is cuspidal. 

(ii) Choose 8={A2}' In this case VAe has generator 
{h" +h"'1+2",}, so that [by Eq. (A2) of IJAe has generator 

{i (i,"J + e_ "1) ~ i (e)"l+ 2("2)+ e -< "'1 + 2"2 »}. A{S. (Q~2 = h"2 
(= 2 1t"1+ 2"'2 - "2h" ,A tI has generator 1 e"1+ 2"2 
+ e_<"1+2"'2» - i(~"l + e-al)}' 

Moreover, as (e>-={- A2}, Eqs. (A6) and (A7) of I 
show that N_(8) is generated by 

v-1
e_"'2 = (- s){t(e"'2 - se_"'2) + tis' (e"l+ "2 - se_<"'l+ "'2»}' 

As (B) = {A2} and {~ - (8) }::={- Ai> - (Al + A2), - (Al + 2A2)}, 
N.(8) i; generated by v-le~ and Ne is generated by 
v-1e_"1' V-1e_<" + "2)' and 1r1e_<"1+ 2"2)' all of which are 
given in Eqs. (6; and (7). Consequently the basis ele-
ments of lVe may be taken to be v-1e_"1' v-1e_<"1+ 2"2)' 
and 
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TABLE 1. Correspondence between the generators of the 
canonical basis of so(3. 2) and the "physical" generators of 
the de Sitter algebra. 

ih"'l 

ih"2 

i(e"l + e_"'I) 

(e"'l - e_"'I) 

i(e"'2 + e_",) 

(e"'2 - e_",) 

(e"'I+"'2 + e_<"1 +"2») s' 

i(e"'l "'2 - e_<"'1 "'2») s' 

i(e", 1+2"2 + e_<"'1+2"'2») s' 

(e"'I+2"'2 - e_<"1+2"2») s 

t(L I2 +L45 ) 

-t L 45 
- 6- 1/ 2 (L I4 + L 25 ) 

- 6- 1/ 2(L 15 - L 24 ) 

3-1/ 2L 35 

3-1/ 2 L34 

3- 1/ 2 L 23 

-3- 1/ 2L I3 

6- 1/ 2 (L 14 - L 25 ) 

- 6-1/ 2(L 15 + L 24 ) 

i(e"'2 + e_"'2) + s'(e"'1+"2 + e_<"l+ "2»' if S::= + 1, 

(e"2-e_"'2)-is'(e"1+"2-e-<"1+"'2»' if s=-l. 

Similarly the basis elements of l11e may be taken to be 

{i(e"1+2"2 + e_<"'1+2"'2» - i(e"l + e_"'i)}' 

together with 

(e"'2- e_"2) and i(e"'1+"2-e-<"1+"'2»' ifs=+l, 

i(e"2 + e_"2) and (e"1+"'2 + e_<"1+"'2»' if s =-1. 

Clearly {i (e"'1+2"2 + e_<"1.z"2» + i (e"l + e_"l)} together with 
i(e", +" - e_<"i+"2» (if s = + 1) or (e"'1+"2 + e_<"i+"2» (if 
s =:.. 1) are generators of a real Z-invariant Cartan sub­
algebra H,.' for which ~ n P =Ae, so this parabOlic sub­
algebra P e is also cuspidal. 

It is well known (cf. Inonii and Wigner12) that the Lie 
algebra of the POincare group can be obtained from the 
Lie .algebra of the de Sitter group SO(3, 2) by "contrac­
tion. " In fact if the metric tensor of SO(3, 2) is chosen 
so that &.n = diag{l, 1,1, - 1, - 1}, then the ten genera­
tors of so(3,2) may be taken to be L ... n ('11,n=1,2,3,4, 
5,111 <n) with [Lmnl Lrs]=-gmrLns+gmsLnr +gnrL ... s 
- gnsLmr. Then L"v (J)., v= 1,2,3,4, J). < v) are the 
generators of homogeneous Lorentz transformations 
and, after contraction, L,,5 (J). = 1, 2, 3, 4) become the 
generators of space-time translations. The corre­
spondence between the generators of the canonical basis 
and the L /LV [obtained using a mapping derived elsewhere 
(CornweIl13) 1 is given in Table I. It follows from I that 
the generators of the subalgebra of the Iwasawa decom­
position for so(3, 2) are: 

AI: {Lu, L25}, 1111 : zero-dimensional, 

N I: {L 15 - L 45 , L12 + Lu, Li3 + L 34 , L 23 + L 35}, 

where the convention has been adopted that s ::= - 1. [In 
the choice of the Iwasawa decomposition for so(3, 2) 
made by Ehrman, 14 AI is exactly as given here but Nr 
is slightly different. ] Similarly, the nonminimal non­
trivial parabolic subalgebras obtained above have the 
following "physical" generators: 

(i) For 8 = {Al}' 
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AO:={L14 - L 25}, 1110:={L12 + L 45 , L14 + L 25 , - L I5 + L 24}, 

No :={LI3 + L34> LI2 + L 24 , L45 - LI2 - Lu - L I5}. 

(ii) For 8 = {A2}, 

A = {L14}, ;})o = {L23 , L 25 , L 35}, 

No = {L 12 + L24> - L I5 + L 45 , LIS + La4}' 

2.L=so(4,2) [- su(2, 2)1 

In this case Z = D3 (- As), the positive roots of which 
are ai' (]I2, (lI3, 0'1 + 0'2, 0'1 + 0'3, 0'1 + 0'2 + Q3' The chief 
inner involutive automorphism Z:= exp(adh) generating 
L = so(4, 2) may be chosen l1 so that 

)

1, 0'== (lI2, (lI3' 
exp[ O'{h)1 = 

-1, (lI= at. (lI1 + 0'2, (lI1 + as, (lI1 + 0'2 + Qs. 

This implies that K has basiS ih", with 0' = at. Q2, as, 
together with (e", + e_",) and i(e", - e_",) with 0':= 0'2, Q3' 
while P has basis i(e",+e_",) and (e",-e_",) with (lI=O'i> 
QI + Q2, 0'1 + O's, 0'1 + (lI2 + 0'3' Then, as noted in the 
Appendix, m r =rr=2 and a convenient choice of i<.(;Jr) is 

i<.( Ar) = {(]It. at + 0'2 + a3}, 

so that, as in Sec o N of I, the generators of vA [ may be 
taken to be 

(8) 

and 

H2=- {2/(0'1 + 0'2 + as, QI + Q2 + (lIa)}I/2(h"'l +h"'2 +h"'3), 

(9) 
where (0'j,al)=(0'1+a2+a3,CYI+0'2+CYS)=t. Alsol/1r is 
one-dimensional and may be chosen to have the 
generator 

- iH§ :=: i (h"'2 - h",s) , 

so that H3 = H§o 

It follows that Al is the restriction of 0'1 to VA [, 
whereas A2 is the restriction of 0'2 and 0'30 Consequently 
Al + A2 is the restriction of 01 + 02 and ()It + 0'3, while 
AI + 2A2 is the restriction of 0'1 + 0'2 + 0'3' As in Sec o N 
of I, 
p=p 

+ 

={- 0'11 a2, 0'3, - (al + 0'2), - (QI + as), - (0'1 + 0'2 + (3)} 
so that 

~. ={ - All A2, - (At + A2), - (AI + 2A2)}' 

L= so(4,2) [-su(2,2)] has four standard parabolic sub­
algebras, namely the minimal parabolic subalgebra 
(found in Sec o N of I), L itself, and two others which 
will now be constructedo 

(i) Choose 8 = {AI}o Then VAo has generator h"'l +h"'2 
+ h"3' so [on using Eqo (A2) of I] Ao has generator 

i(e"'l+ "1+"'3 + e_<"'1+"'2+"'3) 1 
As Q~I = h",\, Eq. (A2) of I also shows that A(8) has 
generator t(e"'l +e_"'I)' 

Moreover, as (~-={Al}' !V_(8) is generated by 

V-Ie = 1.(e _ e ) _ i21/2h 
"1 2 "'1 -"'I "1 

[where Eq .• (A3) of I has been used]. As (8) + ={- AI} and 
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{~+ - (8) J={A2' - (AI + A2), - (AI + 2A2)}, N.(8) is generated 
by 

V-Ie - _ 1.( _ e ) _ °21/2h 
-"'I - 2 e"'l -"'I t "'I' 

and No is generated by 

V -Ie - - 1.(e - e ) -<"'1+"2+"'3)- 2 "'1+"'2+"'3 -<"'1+"'2+"'3) 

together with 

V-I 
e"'2 

- i21/2(h"'l + h"'2 + h"'3) , 

(10) 

(11) 

and v·l
e"'3' v~le_("'I+"'3)' which are given by similar 

expressions with 0'2 and 0'3 interchanged. By virtue of 
the identities 

(and similar identities with 0'2 and 0'3 interchanged), and 

sgn{N. } = sgn{N N N. } CXl+Cl2+0!3,-Ctg a p Q:2 (}!1' eta Ct 1+Ct:2+ Ck 3,-a2' 

it follows that the five basis elements of No may be taken 
to be (11) together with 

t(e"'2 + e_"'2) - ~{sgn N"'I. "'2}(e"'I+"'2 + e .("'1+"'2)' 

~(e"2 - e_"'2) + t{sgn N"'I' "'2}(e", 1 + 0<2 - e·("'I+"'2)' 

and two similar expressions, with 0'2 replaced by CY30 

The basiS elements of 1110 may be taken to be i(h", -h", ), 
2 3 

i(e"'l + e.", 1)' (e "I - e_"'I)' and ih"'I' Clearly i(h"'2 - het3 ), 

ih",l' and i(e '" 1+'" 2+"'3 + e_< et l+"'2+ et 3)) are generators of a 
real Z-invariant Cartan subalgebra ff; for which H; n P 
=Ao, so this parabolic subalgebra P8 is cuspidal. 

(ii) Choose 8:={A2}' In this case VAo has generator 
{h"l + h"'I+"2+"'3}' so that [by Eq. (A2) of I] A8 has genera­
tor {i (eat + e ."'1) + i (e"'I''''2+'''3 + e _ ("1 +"'~+ "'3))}' As Q~2 is a 
linear combination of h"'2 and has and of HI and H2 of (8) 
and (9), one may take 

Q~2 = h"'2 + h"'3 (= {h"'l +"'2+"'3 - h"'I})' 

Consequently Eq. (A2) of I shows that the generator of 
A (8) may be taken to be 

(12) 

As (8).={- A2}, Eqs. (A6) and (A7) of I show that 
NJ() is generated by v-Ie_"'2=He."'2 +i sgnN",lo "'2e-<"1+0<2) 

- sgn{N N } e - i sgn N e] Q:1' (lj:3 Q1+0!2+ Q s,· Ct2 013 Q;1+(V2+O!s,-Q2 0!1+ a s 

and v-I e."'3' which is given by a Similar expression with 
02 and 0'3 interchanged. Moreover, as (8)+ = {A2} and 
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{&+-(B>j={-Ah- (Al+A2),- (A!.-+2A2)}, N+(B) is gener­

ated by V·1e" and V·1e", while NB is generated by 
2 3 

V·1e V·1e V·le ·"1' ·<"'1+"'2)' ·<"I+"S)'· 
V .1e < '" ), all of which are spec ified in (i) above. n 

- Q1+ 2+a~ 
follows that the four basis elements of M may be taken 
to be (10) and (11) together with 

[(e"'2 + e. "'2) + sgn{ .'11"'1' "'3 .'11"'1+"'2+"'3'. "2}(e"'3 + e. "'3 

- i sgn .'11"'1, "2 (e"'1+"'2 

and 

[i (e"'2 - e ."'2) - i Sgn{N",l' "'3 .'11"1 +"2+"'3' • "'2}(e"3 - e·"'3) 

+ sgn .'11 (e - e ) - sgn N "'1' "'2 "1+"'2 ·<"'1+"'2) "1+"2+"3'·"'2 

x (e"l +"a - e.< "1+"3» J. 

Similarly the generators of me may be taken to be (12) 
and i(h" - ho; ), together with 

2 3 

(e"2 + e·"2) - sgn{ N"l' "2 N"1+"'2+"'3' • "S}(e" 3 + e ."3)' 

i (e - e ) + sgn{ N IV }i (e - e ) 
"'2 ·"'2 "'1' "'2 "'1+"'2+"'3'·"'3 "'3 ·"'3' 

(e - e ) + sgn{N IV } "1+"'2 • <"'1+"'2) "'1' "'3 "'1+"'2+"'3' ·"'3 

x (e"'1+"'3 - e.<"'1+O/3»' 

iCe +e )-sgn{N N }i "'1+"2 '("1+"'2) "1' "3 "'1+"2+"3""'3 

X (e"'1+"'3+e'<"'1+O/3»' 

As there do not exist two mutually commuting linearly 
independent generators in,i}1enK, this parabolic subalge­
bra Pe is not cuspidal. 

It is interesting to express these results in terms of 
the physical generators of the conformal group of 
Minkowski space-time whose Lie algebra is isomorphic 
to so(4, 2), As shown for example by Murai15 and 
Klink, 16 the basis of this Lie algebra consists of six 
generators of homogeneous Lorentz transformations 
L /LV (11, v = 1,2,3,4, 11 < v), four generators of space­
time translations PIJ. (11 = 1, 2, 3, 4), four acceleration 
generators AI" (11=1,2,3,4), and a dilatation generator 
A, The correspondence between the generators of the 
canonical basis of so(4,2) and these physical generators, 
obtained using a mapping derived previously (Corn­
Wen13), is given in Table II. It then follows from I that 
the generators of the subalgebras of the Iwasawa de­
composition may be taken to be: 

Ar :{A,L14}, ,i}1[:{L23}, 

/1/ r :{ii,~, Pg,~, L 13 + L340 L12 + L 24}, 

where the convention has been adopted that 
sgn{N"'l' "'2 N" +"'2+"'3' ''''S}= - 1. (This Iwasawa decomposi­
tion essentia\ly COincides with that derived by Klink16 

by another method. ) Similarly the nonminimal nontrivial 
parabolic sugalgebras obtained above have the following 
physical generators: 

(i) For B = {At}, 
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Ae: {A + L 14}, me: {L23' - A + L 14 , Bt + ~,A4 - AI}, 

/l/e :{~, Pg, ~ -ii, L 13 + L 34 , L12 + L 24}. 

(ii) For 11= {A2}, 

A8: {A}, I»e: {L12' LIS' L 14, L 2a , L 24 , L 34}, 

/l/e : {Ph~' Pg, ~}, 

(where it is interesting to note that 1118 EEl /1/8 is the 
Poincare subalgebra). 

V. LANGLANDS DECOMPOSITIONS FOR PARABOLIC 
SUBALGEBRAS OF REAL LIE ALGEBRAS GENERATED 
BY CHIEF OUTER INVOLUTIVE AUTOMORPHISMS 

The theory given in Sec. V A of I shows that, although 
the chief outer automorphism Z is not diagonal in the 
canonical basis for Le, the basis of .IiI may be taken to 
consist of only two types of element, namely: 

(i) rr elements of the form Hj=i(e,,+e.,,), j=1,2" •• , 
rr, aER(Ar), and 

(ii) (m [- rr) elements Hi, j = rr + 1, ..• , In H that are 
each real linear combinations of h", Ci = Cih 0i2"'" Oi/. 

Moreover in every such case m r > rr, so that the 
second set is nonempty. [Explicit expressions for the 
roots of R (Ar) and the basis elements of type (ii) were 
given in I for all simple Lie algebras generated by outer 
involutive automorphisms, ] 

As shown in I, dim Iflr = 0 for L = sl(l + 1, R) and NE~, 
while for L =q(/+1>/2 (lodd), so(2l-1,1) (l"'2), NE~, 
sl(n, C), so(n, C), and sp(n, C), rr= 0 and consequently 
the entire basis of fI' lies in fl. Thus only for L 
=so(2l- 2p-1,2p + 1), 1 <o;p< ~l,l '" 3, are dim;))[ and rr 

TABLE II. Correspondence between the generators of the 
canonical basis of so(4, 2) and the" physical" generators of 
the conformal group of Minkowski space-time. 

ih"'l 

ih"'2 

ih"'3 

i(e "I + e·O/
I

) 

(e"l - e." I) 
(e"'2 + e_"'2) 

i!e"2 - e'''2) 

(e"3 + e_"'3) 

i(e"'3 - e''''3) 

(e"'I+"'3 - e_<"'I+"'3» sgnN"'I''''3 

i(e +e < ) o:tO:2+Q 3 - 01 1+0: 2+0: 3) 

X sgn{N "'I''''2N "'1''''2 "'3'-"') 
(e"I+"2+"'3 - e' Co;l+"2+"'3» 

x sgn{N "'1''''2N "'t"'2+"'3'-O/3} 

t2"1/2(PI +P4 -AI +A4) 

tz-1I2(- PI +AI) +tL23 

t2- 1/2(- PI + AI) +tL23 

~2"11 2(t, - L 14 ) 

t(PI +P4+AI -A4) 

t(- P z + A 2) + i2' 11 2L13 

t(P3 -A3) +i2'1/2LI2 

t(P2 - A 2) + tZ· 11 2LI3 

~(P3 - A 3) - ~2·11 2 Ll2 

t(- P 2 - A 2) - tz-1I2 L34 
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- 2p - 1, 2p + 1), 1 c P < il, 1 ? 3, are dim;;l1 and YI 

both nonzero. For such an L a choice was considered in 
I in which the maximal Abelian subalgebra of fl11 did not 
lie entirely in / I I, L. However it is useful to note that in 
this case as well it is possible to make a more conven­
ient choice in which this subalgebra has basis elements 
ill"" where (1' =0'p+j, 0p.2,"" 0'1-p-2, and i(h", 

I-p-l 

+ ... + 11"'1-2 + ~h"'l_l + ~lz"'I)' all of which lie in /-( r, L. 
(Here A I is taken as in 1. ) 

For nl1\' real Cartan subalgebra /-(,! the maximal value 
of dim (Ii,! ) is equal to the rank of J<, which itself is 
equal to (1 - 1/1 1 + Y I ). As the minimal value of dim(ft,!nK) 
is (1 - '17 I) (attained for a "maximally-split" Cartan sub­
algebra), the only possible values of dim(ff,!llt;') are 
1 - 1/1 Eo I - IJI T + 1 , 0 • 0 , 1 - III I + r I' 

Clearly when 1'[=0, as it is for L =(ju+1i/2 (1 odd), 
so(21-1,1) (1?2), NPL Sl(I1,C), so(n,C), and Sp(I1,C), 
the only possible value of dim(ft,!nf) is (1- III[), and 
Ii,!, being "maximally split," is unique up to conjugacy. 
Thus for each of these cases the only cuspidnl parabolic 
subalgebra is the minimal parabolic subalgebra. 

If /<,( ,,1 [) is nonempty the automorphism V is given by 
(5), where the product is again over the roots of /<,( ;1[) 
alone o When ;'\( AI) is empty, V may be taken to be the 
identity. 

APPENDIX: A, P, A, AND THE MAXIMAL ABELIAN 
SUBALGEBRA OF /11 I FOR THE CLASSICAL 
NONCOMPACT SIMPLE LIE ALGEBRAS GENERATED 
BY CHIEF INNER INVOLUTIVE AUTOMORPHISMS 

As noted in Sec. IV A, the basis of i( consists of ill", 
for a=a;,i=1,2, ... ,1, together with (e",+c_",) and 
i(e",-c_",) for all Q such that exp{a(lz)}=I, while the 
bas is of P cons ists of i (e", + e _,,) and (e" - e _ ,,) f or all a 
such that exp{a(lI)}=- 10 Accordingly for the specifica­
tion of K and P it is sufficient to list the values of 
exp{a(II)}, where the chief inner automorphism Z 
= exp(adll) is that employed earlier (Cornwell l1 ). The 
standard recursive procedure for finding the pos itive 
roots from the simple roots using the Cartan matrix (as 
described for example by Jacobsonl7) does not suggest 
a regular pattern for the positive roots. The underlying 
regularity only becomes 0bvious when some further 
linear functionals are introduced, (The expression [a 1 
will always denote the largest integer not greater than 
n.) 

1. Z = A p L = su (1 + 1 - p, P), p = 1 , 2, . " , [ t (1 + 1) 1, 
l? 1. 

Here there exist (1 + 1) linear functionals Ej(h), 
i = 1,2'000,1 + 1, Iz ",-If, such that the positive roots are 
Ej(II)-Ek(lI), 1~j<1?~1+1, and the simple roots are 
a j (lz)=Ej(lI)-Ej+l(h), i=1,2, .. o,1 (efo Gantmacher6 )o 
For the present purpose EI.l(7I) can be taken to be identi­
cally zero so that 

1 

Ej(ll) = 0 (Yk(h)o 
k~j 

With the choice of Z = exp(ad1/) given earlier (Cornwell!!) 

1
-1, l"i"P<1?, 

exp{Ej(h) - Ek(h)} = 
+ 1, otherwise. 
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Then Y I = 1111 = P and a convenient choice of /\( AI) is 

8(A)={Ej -Ej+p;i=I,2",o,p}, 

and correspondingly the basis of the maximal Abelian 
subalgebra of /Ih may be taken to consist of the three 
sets: 

(i) ih"j+ih"'j+p' j=1,2,o.o,P-1; 
p=l 

(ii) L; ill", + 2ih", . 
J=O j.P 2(>' 

(iii) ill"., j=2P+1,oo.,lo 
J 

[For P = tel + 1) only the set (i) appears, and for P = ~l 
only the sets (i) and (ii) appear, 1 

-
2. L=B" L=so(21+1-2P,2P), p=1,2,oo.,1, 12:2 

In this case there existS 1 linear functions Ej(h), 
j = 1,2, ..• ,1, II Eft, such that the positive roots are 
E j (/1), j = 1, 2, . 00 ,1, and E j (h) ± Ek (h), 1 ~ j < I? ~ l, the 
simple roots being CXj(h)=Ej(h)-Ej+!(h), j=I,2, ... ,1-1, 
and al(TI)=EI(TI), so that 

1 

Ej (h) = r iY.k(h)o 
k=} 

With earlier choice (Cornwell l1) of Z = exp(adh), for 
,-. P, 

l--1 l-p<j~l 
exph(h)}=' ., 

+1, 1~i~l-p, 

and 

1~j~1-P<k~1, 

otherwise, 

whereas for l=P, 

exp{E j (II)} = - 1, j = 1, 2, .•• ,1 

and 

exp{Ej(h) ±Ek(h)}= + 1, 1 ~j < k "" 1. 

There are three subcases to be considered: 

(i) 2p:> 1:> P. In this subcase YI = 111 1= 21 - 2p + 1 and a 
convenient choice of R(AI) is the set Ej±EI.P.j, j=1,2, 
••• ,1 - p, together with E21_2p.l. For 2P = 1 + 1, !til is 
zero dimensional. For 2p:> 1 + 1 the maximal Abelian 
subalgebra of /)1J may be chosen to have basis ih"'J' 
j=21-2p+2,21-2P+3, ••• ,1. 

(ii) 200: l. In this subcase YI = m r = 2p and a convenient 
chOice of p( Ar) is the set Ej ±E21.2P.l_j, j = 1 - 2p + 1, 
1 - 2p + 2, ... ,1- P. For 2p =l, Ifh is zero dimensional. 
For 2p $1 - 1 the basis of the maximal Abelian subalge­
bra of Ifh may be taken to consist of the two sets: 

(a) i ~ (j - 1 )h", + ih", + ih" , 
J=2 I_J 1_1 1 

(b) ill"f' .i = 1,2, ... ,1- 2P - 1, (which only appears 

for 2p <1-1). 

(iii) 1 = Po In this subcase YI = m I = 1 and it is conve­
nient to let EI be the root of R(AI)o The baSis of the 
maximal Abelian subalgebra of 1f1J may be taken to be 
ih"'j' j=1,2,ooo,l-2, together with ih"l_l+ih"lo 
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3.L=C,,1~2 

In this case there existS 1 linear functionals €j(h), 
j = 1, 2"" ,l, hEH, such that the positive roots are 
2tj(h), j=I,2, ... ,1, and Ej(h)±€k(h), I~j<:k~l, the 
simple roots being a j (h)=€j(h)-EJ.l(h), j=I,2, ... ,l-I, 
and a,(h)=2€,(h), so that 

l
~ Oi.(h)+~a,(h), j==1,2, ••• ,l-I, 
k.j 

tj(h} =, 
ia,(h) , j =l. 

(a)L= nsp~~, p = 1, 2, ... ,[ ill 
With the choice of Z= exp{adh) given in Ref. 11, 

)

_1 l~j~P<k~l, 
exp{€j(h)±Ek{h)}= ' 

+ 1, otherwise, 

and 

exp{2EJ (h)} = 1, j = 1, 2, ••• ,l. 

Then rr= m r= P and a convenient choice of R(Ar} is 
t J - E J ,p' j = 1, 2, ... , P. For 2p < 1 the bas is of the 
maximal Abelian subalgebra of !fir may be taken to be 
the three sets: 

(i) ih"'j' j == 2p + 1, ... ,1; 
p.l 

(ii) ('0 h" + 2ihCl/ ; 
J=O p.J 2, 

(iii) ih"'J + ih"'p+I' j = 1, 2, .•• ,P - 1 (which only appears 
forp>I). 

For 2p =1 the basis may be taken to consist of the set 
(iii) together with 

(b)L = sp{l,P.) 

With the choice of Z = exp(adh) given earlier, U 

exp[EJ{h) + Ek(h)] =:=1, 1 ~j < k ~ l, 

eXp[EJ(h) - til (h)] = - 1, 1 ~j < k d, 

and 

Then rr=mr=l and a convenient choice of R{Ar) is the 
set 2EJ, j =1, 2"., ,l. As mr==l,!fIr is zero dimensional. 

4. L=D" l~3 

. In this case there exist 1 linear functionals EI(h), 
J = 1,2" .• ,l, hE H, such that the positive roots are 
E/{h) ±fll{h) , 1 ~ j < k ~ l, the simple roots being aJ{h) 
=Ej{h)-Ej.l{h), j==I,2" .. ,l-l, and a,{h)=t'.I{h) 
+ E, (h), so that 
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Eak{h) + ia'.l{h) + ia,{h), j=I,2, ••• ,l-2, 

1

,·2 

€J(h)= ia'.I{h)+ia,{h), j==I-I, 

- ia'.l(h)+ iO',(h), j=l, 

(a)L=so(21-2P, 2P), p=I,2,,,.,[iZl 

With the previous1! choice of Z = exp(adh) 

1
-1 I~i~P<k~l 

exp[EJ{h)±Ek{h)]== ,. , 
+ 1, otherwise, 

Thus r[ = m [== 2p and a convenient choice of R{ AI) is 
EJ± Ep.j, j == 1, 2" , , , p, For 2p =l, iJ11 is zero dimensional. 
For 2p = l - 1 the maximal Abelian subalgebra of iJ1r 
may be taken to have basis element ih",.1 - ihCl/" while 
for 2p <:= 1- 2 the basis may be taken to be ih"J' j = 2P + 1, 
2p+ 2, ••• ,l, 

(b) L = ND2 , 

With the previousu choice of Z = exp{adh) 

exp[EJ{h)+E,,{h)]=-I, 1 <:=j<k<:=l, 

and 

exp[EJ(h)-E,,{h)]=+I, I<:=j<kd. 

(i) 1 even: In this case rr=ml==il, R{Ar) may be 
chosen to be the set E2J,1 + E2J.2, j = 0,1, , , • , il - I, and 
the maximal Abelian subalgebra of iJ11 may be taken to 
have basis ih"2J+l' j = 0, 1, ••• ,il-l. 

(ii) 1 odd: In this case rl=m r = i(l-I), R(AI) may be 
chosen to be the set E2J.l +E2I.2, j = 0, 1, ••• , i{l-3), and 
the maximal Abelian subalgebra of tY1r may be taken to 
have basis ih"2J.!J j == 0,1, ••• , t(l - 3), together with 
ihCl/,.1 - ihCl/" 
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Geometrical theory of contractions of groups and 
representations 
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The contractions of Lie groups and Lie algebras and their representations are studied geometrically. We 
prove they can be defined by deformations in Poisson algebras of symplectic manifolds on which the 
groups act. These deformations are given by Dirac constraints which induce on C~ functions on the 
deformed manifold an associative twisted product, characterizing the contracted group or its 
representations. We treat the contractions of SO( n) to E( n) and apply this theory to thermodynamical 
limits in spin systems. 

INTRODUCTION 

Some mathematical theories define the contractions 
of Lie groups or algebras in the Lie algebra structure 
and connect these deformations to the geometrical action 
of the corresponding Lie group on suitable manifolds. 
Nevertheless, only representations of these Lie groups 
or algebras are relevant for physical applications and 
in this matter the mathematical theories are somewhat 
confused and unsatisfactory (passage from finite-dimen­
sional representations to infinite- dimensional ones, 
carrying spaces not defined in all steps, •.. ), and in any 
case the geometrical interpretation does not exist. 

A detailed study including physical applications of gen­
eral deformations of the Poisson brackets and of the 
associative algebra of functions on symplectic manifolds 
(phase spaces) was recently done in Refs. 1 and 2. The 
representations of Lie groups are described in a natural 
way by means of twisted products (*-products) on sym­
plectic manifolds. Therefore an inviting subject is to 
write contractions of the representations in terms of 
deformations of *-products so as to enlighten the role 
of the geometry of the phase space. We give some ex­
plicit deformations in Sec. 1 and develop in Sec. 2 the 
formalism of the *-products for the enveloping alge­
bras of the Lie algebras of the orthogonal and Euclidean 
groups SO(n) and E(n) realized by functions on IR2n with 
the usual symplectic structure. The diagonalization of 
Casimir elements is performed in this formalism. 

The Dirac bracket usually utilized for quantization 
of systems for which position and momentum are sub­
mitted to some constraints, can be expressed as a 
deformation of the original Poisson bracket and be con­
sidered as the Poisson bracket for the symplectic sub­
manifold defined by the constraints (an example is given 
in Sec. 3). In particular the contraction of the Lie alge­
bra so(n + 1) to C (n) can be defined via Dirac constraints 
on IR2n+2: so(n + 1) (resp. [(n) is a Lie subalgebra of 
the Poisson algebra of C~ -functions on IR2n+2 (resp. IR2n); 
the contraction map from so(n + 1) to C (n) is thus the 
Dirac restriction to IR2n. Using *-products, we extend 
this procedure to the enveloping algebras, U(so(n + 1») 
and U< [(n»). This result leads to an intrinsic and 
rigorous definition of contractions with a natural geo­
metric interpretation on the phase space. 

In order to reduce the obtained representation of E(n), 
we use in Sec. 5 the above method on the cotangent bun-

dle of an "irreducible" manifold, i. e., a manifold on 
which the group acts transitively (in our case the cotan­
gent bundle of the n - 1 dimensional sphere Sn_1)' We 
obtain in the case n = 3 a complete equivalence with the 
usual Hilbert space realization. 

On the other hand quantum mechanics appears natural­
ly as a deformation of classical mechanics via the *­
products. (The link between this formulation and the 
usual one in Hilbert spaces is provided by the Weyl ap­
plication in the flat case). Observables are functions f, 
states are distributions p on the phase space and the ex­
pectation value off in the state p is 

where dw is the Liouville measure,2 In quantum statis­
tical mechanics the thermodynamic limit of Gibbs states 
can be performed as in the classical case, substituting 
*-products for usual product For systems described in 
terms of the spin algebra, the usual computation of the 
thermodynamical quantities proceeds by calculating 
them for finite tensor-product power G"M2 of the com­
plex 2 x 2-matrices algebra ,"\12 and taking the limit 
11 - 00. We proved in Ref. 3 that local Gibbs states Pn 

defined by a symmetrical Hamiltonian FIn are associated 
with unitary representations of U(2) and the decomposi­
tion of these representations in irreducible components 
corresponds to an ergodic decomposition of these states. 
The states Pn converge when n - 00 if and only if the 
sequence of measures of the above decompositions con­
verges and the thermodynamical limit procedure is 
nothing but a contraction of representations of U(2) to 
representations of E(2)xIR for which the decomposition 
into irreducible components gives the ergodic decom­
position of the limit state in symmetric and phase in­
variant states on the spin algebra. 

In Sec. 7 we treat this contraction in the formalism 
of Dirac brackets and twisted products on a suitable 
manifold and derive the previous results obtained in 
Hilbert space formalism. 

1. TWISTED PRODUCTS ON SYMPLECTIC 
MANIFOLD 

The definitions and notations are those of Refs. 1 and 
2. Let TV be a differentiable symplectic manifold of 
dimension 2n with symplectic 2-form F and T(W) lresp. 
T*(W)] the tangent (resp. cotangent) bundle of W. 
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Definition 1. 1: By extension to tensor bundles of the 
vector bundles isomorphism /l between TW and T*W 
given by !leX) = - i(X)F (i: interior product), the 
Poisson bracket on N = C~ (W) is defined by 

p(u, v) ={u, v}"",i(A)(duAdv), 

A=W1(F), U, VE c"'ov,m). 

On a symplectic chart 

(1. 1) 

U = (Xj,j = 1,2, ..• , 2n) = «xk =Pk' Xn+k =qk), 1< = 1,2, •.. ,n), 

~1,V}=t (~ ~ -~ ~) . 
hi apk 'ilqk f3qk apk 

Using a symplectic connection with covariant differen­
tiation operator V', the order r (in each argument) bi­
differential operators pr are given by 

pr(lI, I'll = 0 Ailh . " AirJrV'. . uV' v. 
U '1o •. 'T i1 •• oJT 

Let E(S, A) denote the space of formal series in a 
parameter A with coefficients in N. 

Definition 1.2: A formal deformation of the Lie 
algebra :v is a Lie algebra law 

NXN 3 (u, v) - [u, v)~ 
~ 

=6ATcr(U,!'lE. E(N,A), 
T:; 0 

(1.2) 

where the C' are 2-cochains on N, CO(u, 11) =p(u, 11), 
satisfying formally the Jacobi identity. 

Definition 1. 3: A *l.-product on N is defined by a 
bilinear map: 

NXX 3(1l, v)·- 11 *~1! 
~ 

=6 AT (rl )01 Qr(u, I') (C E(N, A), 

where: 

(1. 3) 

(i) Qr is a bidifferential operator on N of maximum 
order 1'(1' > 1) in each argument, null on the constants, 
such that the principal symbol of Qr coincides with the 
principal symbol of pr. 

(ii) QO (11,1')=1(' v, Ql(Il,V)=P(u,1'). 

(iii) QT is symmetric (resp. skew-symmetric) in 
(u, 1') if I' is even (resp. odd). 

(iv) ~r+$.t (rls 1)'1 Qr(Qs(u, v), W)=l,T<s:t(-rIs 1)"1 
X Qr(u, QS (v, W)) 

(I", S > 0, 1=1,2, ... ) (associativity condition). 

If W = rn2n (with the usual symplectic structure), the 
only formal functions ~arprdefining an associative 
(resp, Lie) algebra law on N are (up to a factor) given 
by 

~ 

u* .. v=exp(i:\.)(u, v)=u, V+0(D\.)r(rI)"1pr(u,v), (104) 
,..1 

= A-I sin(AP)(lI, /I) 

~ 

=.0(-lnr[(2Y+l)!1-lp<2r+l)(u,v), (1. 5) 
r=O 

In this case, the relevance to quantum mechanics comes 
from the fact that (1, 5) for A = n/2 is the Moyal bracket 
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corresponding to the commutator (in)_I[n(u), n(v)] of the 
operators n(u), n(v) defined by the Weyl quantization 
procedure: 

n : u( Pj, qj) - n(u) ""'fa(~o;, '1)0;) exp[l(~o;po; + 'I)"'Q 0;)1 d~ d'l), 

(1. 6) 

where a is the inverse Fourier transform of the function 
or distribution a and PI>. and Q I>. the usual operators in 
the Heisenberg representationo We denote the twisted 
product (1, 4) with :\. = n/2 by * (without index) and refer 
to it in so far as the Moyal *-product on R 2no 

A procedure for constructing a *-product for cotan­
gent bundles of classical groups is given in Ref. 4, 
For instance, let W= T*(Sn) be the cotangent bundle to 
the sphere of dimension n imbedded in IR",1 X R n•1 by the 
two constraints: 

and (1.7) 
n.l 

p.q = L:Pjql = 0, (P,q)EIRn
+
1 XIRn

• 1• 
1=1 

Consider the group G defined by the symplectic action 
on E = (IRn+1 - {o}) x IRn+l by 

(P,q)_(pp,p_lq + Up), p>O, aER, (1. 8) 

The space of the orbits of E by G is isomorphic to 
T*(Sn)' He~ce an isomorphism between N(T*(Sn» and 
the space N(E) of C~ functions on E, invariant under 
the group G is defined by 

iI(P,q)=uC~I' Iplq- f:l/} (P,q)EE, llEN(T*(Sn»' 

(1. 9) 

A *-product for T* (Sn) is then defined by (1, 4) with 

Qr(u,l')=p'(tI,D)iw and A=1I/2. (1.10) 

The symplectic structure of E gives by quotient the 
canonical symplectic structure of T*(Sn) and one has 

P(lt, 1') i w = P(I! , 1'), 

2. LIE AND *-SUBAlGEBRAS OF N (lRn X IRn) 

Consider the following functions inV(IRnxIRn): 

1JJk=qJPk-qkPj (l-":} k-":n), (2.1) 

K j = CPI (1 -": i ~: n, CEm). (2.2) 

The commutation relations (for Poisson or Moyal 
bracket) are 

{M;k' M/I}= 0kl ,lIjI' 

{Kj,KJ=O, 

{lIJk • K i } = 0UKj - °ljKk • 

(2.3) 

We have a relization of the Lie algebra ~ = so(n) (resp. 
~ = c (n» with generators MJk' 1 "'- j < J? "'- n (resp. lvlJk' 
K;, 1 "".i <k -": n, 1 ""i .,;n). It is easily shown that every 
(Moyal) *-polynomial in the elements'vlJk and K j is 
equal to a usual polynomial in the elements 't1 jk and K 1• 

Moreover, the Moyal *-product is invariant with re-
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spect toW, i. e., 2 

a * b - b * a = i1f{a, b} 

{a, u * v}={a, u} * v + u * {a, v} 
( 

AEI[;, 

u,vEN, 

a,bEW. 

(2.4) 

Proposition 2.1: The enveloping algebra U(~) of the 
Lie algebra ~ is isomorphic to a subalgebra of the 
algebra (I[;[p, q 1, *) of the polynomials in Ph q J (i,j == 1,2, 
••. ,n) with the Moyal *-product, 

Proof: The above realisation of ~ is an a-morphism 
in the sense of Ref. 5. Therefore, there exists a mor­
phism <l> from U (~) into (I[;) [p, q 1, *). ]I UEU(~), iP (u) is a 
*-polynomial p* (and hence a polynomial P) in the 
elements MJ~ and PI' p* and P have the same homo­
geneous term Q of highest degree: 

If we denote by X" (k = 1, 2, ..• , m) a basis of ~ and 
XI< = iP (XI<), one has 

u =:0 AI I I X111X~2 •• • X~m, l' 2' ... , m 

Considering P as a polynomial in Pi's with coefficients 
in <elq], its homogeneous part of highest degree is 
Q(P,q). 

If <l>(u)=O, Q(P,q)=O and then Q(Xk ) = 0 and u==O. 

The Weyl transformation (1. 6) is defined on I[;[p, q 1 
and its restriction to <l>(lj(W)) defines a representation 
of W in L2(JRn) which is integrable to the quasiregular 
representation of the corresponding Lie group SO(n) 
or E(n). The decomposition of this representation in 
unitary irreducible components is usually performed 
via the diagonalization of the Casimir elements of 
{j(~). This diagonalization can be done directly in 
(N, *). 2 

Definition 2.2: We call *-exponential the function 
defined on U(W) by the formal series 

E~(a) =f (k! )_1 (i1f)-" (a*)" • (2. 5) 
R=O 

Suppose that Ej{p(at) converges for I t 1< p and that 
Ejtp(at) considered as a distribution over R 2n for fixed 
tEl[; has a Fourier-Dirichlet expansion: 

E}tp(at) =trrJexp(A;f/in). 
J=O 

This expansion is analogous to the spectral decomposi­
tion of an unitary operator in Hilbert space with discrete 
spectrum, thus we can define the spectrum of a. 

Proposition 2.32 Let C be the first Casimir element 
in (j(so(n»: 

C = 0 (M'*k)2 =p2 .q2 _ (p .q)2_ n(n-l) 1f2/4 
1 ~J< Il~n 

and 
y = (p2q2 _ (pq)2)112 _ (n _ 2)1f2/ (4p2q2 _ (pq)2)1I2. 

Then 

Ej{p(ys) =07r"exp{- i* + ~(n- 2m in S'(R2
") 

1<=0 

for Im(s) <0. 
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The functions 7r ~ satisfy 

'TT,,=1i'~, Y*7r,,='TT,,*y==[k+~(n-2)]7rk' 'TT,*'TT,,=0l>k'TTk• 

The spectrum of C is {k (k + n - 2)Ji2, kE1N}. 

Proposition 2.4: Let C be the Casimir element 
L:l"I"n(Kt)2 of U({(n». Then 

Ej{p(- te) = Jo+~ exp(- tAl OrA - c1 dA for Re(t) > O. 

(2.6) 

The spectral resolution of e is given by the Heaviside 
functions 

1). (p) = 1 if C 2p2 -'S A 

= 0 if c2p2 > A. 

The functions Y;. satisfy 

~ = Y;., Yo = 0, lim Y~ = 1, YA* Yu = Ytnf (~. u)' 
~"., 

Proof: C=L:l"I"n(Kn2=L:l"'I .. "c2p~ and (2.6) is the 
Laplace transform in Dh of the distribution OrA - e1 
EDI+(A). ]I f is a Borel function of the variable P E JR" 
we define by nu) = f(~)( ~ = i d/ dq I) an operator in 
in L 2 (JR"). This extension of the Weyl transform to the 
Borel functions in the variables PI gives an extension of 
the Moyal *-product to these functions by the usual 
product. Denote by J the Fourier transform. If <l> 
E S (JR"), we have 

:A[y;'(P)l= O(A- e) and [n(YA)<l>l(q) = ]_1[] (<l»y;'l(q), 

n(y;')<l>EL2(Rn) and IIn(Y;.)<I>/1 L2 -'S 11<1>11 L2. 

Therefore, n(Y;.) has an unique extension to a bounded 
operator EA in L 2(R"). It is easily shown that Eo=O, 
w-lim~_+~(E~)=l, EA·Et-<=E1DW,,,, (infactE~ 
= 1"11 (p2">.I) and the corresponding results for Y>. by 
inverse Weyl transform. 

3. DIRAC BRACKETS AND DEFORMATIONS 

The interpretation of the Dirac bracket as an instant 
of a formal deformation of the Poisson bracket is 
established in Ref. 6. We use these results in some 
special cases. 

Let k j E7II, i=1,2, two second-class constraints on W 
[det({k j , k J}) * 01. The Dirac bracket relative to the 
constraints k1' k2 is defined by 

[u,vl={u,v}+ C(u,v), u,vEN, (3.1) 

with the 2-cochain C(u, v) given by 

C(u, v) = ({u, k 1}{k2, v} - {u, k2}{kt. v}){kt. k2}_1. (3.2) 

If W is a second-class submanifold of W, of codimen­
sion 2, W is defined by two conjugate constraints. In 
this case, 

[u,vl>.={u,v}+AC(u,v), AE[0,11, 

is a Lie algebra law on 711. 

For instance, if W=RnxR", withk 1=q •• l+C (cE1R) 
and k2 =Pn+l 

D. Arnal and J·C. Cortet 558 



                                                                                                                                    

and the Dirac bracket (3.1) is the Poisson bracket 
relative to the submanifold 1Rn..1 x Rn..l with coordinates 
(Phqd !Sn). 

Lemma 3.1: On W= T*(S17) with coordinates defined 
by (1.7), the Poisson bracket is given by 

n+1 n+1 

{u, v}=ti{u, v};,j +R·2i~=/I[ - Pk {u, V}k,i +qk{U, v}k,iJ, 

(3.4) 

{} 
OU ov Of( av 

where U 11! J=- ----, 
, , op/ oqj oqj aPi 

f . OU ov ou ov 
)U,v}',j=-- ---, 

oqi oqj oqj oqi 
11, t're. V. 

Proof: If uEJV, 

~~au ou ~ du = 2..J -;-P dp( +-" -dqf , 
1=1 U f vq, 

grad(u) = ~(Aj :>po + l1i~) 
1=1 !) j uql 

is determined by the equation 

i(A)(X) (gradu) =du(X), Xre. tangent space to T*(S"). 

In a chart (P"q,) such that "17.1 ;<0, (3.5) is equivalent 
to 

The solutions are 

J.1.1 = R~2[ilOpU (R'- - P7) - p,L: ~pU b j +L; :u (Pjqi - Piqj) 
I Pli U j j uqj 

Aj=R.2rp;0~Upj_~qll (R2_p~)1 i=12 n+1 L UI uqj U j 'J', , ... , 
and {u,v}=i(A) (gradu)(gradv) gives (3.4) 

On the submanifold of T* (8") defined by p"2.1 ;< R2, con­
sider the conjugate constraints kl =q".1 + c and k2 =P".I' 
Then the 2-cochain (3.2) is 

"+1 
C(u, v) = - {u, V}n+l,n+l +R-2 0 p;[Pj{u, V}i,j +qj{u, V}i,jJ 

l,j.1 

(306) 

and the Dirac bracket (3.1) is 

[U, v]=f;{u, V}I,i +R,-2 f; Pi[-h{u, vh,/ +qk{U, V}k,i], 
1:1 i,k=1 (3.7) 

where R,2 = 'ii_lpl. Denote by Ii, the restriction of 
ure. i\T(T* (Sn» to the manifold T* (S,,_I) defined by the con­
straints kll k21 we have 

[u, v] = {u; V}. 
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Prq;osition 3.2: The Poisson bracket on T*(S~I) is the 
restriction of the Dirac bracket on T* (3,,). 

4. CONTRACTION OF so(n +1) TO {en) 

A. Contraction of the Lie algebra so(n + 1) to {(n) 

Consider the realizations (2.1) and (2.2) of the Lie 
algebras so(n + 1) and c (n) with the following notations; 

generators of so(n + 1) in :'If (JR2".2); 

Mj.k=qjPk-qkPj, 1 <:oj <k !Sn+1; 

generators of c (n) in N(1R2n); 

i1:~.k=qjPk-qkPj, 1 ~j <k ~n, 

Ki=cp;, l"'i~n, cre.lR. 

The generators ili/"k and Kj are formally obtained from 
the generators "\Ij, k of so(n + 1) by the constraints 
k 1=q".1 +c=O, k 2 =P".1=0. Since by (3.3) these con­
straints lead to a deformation of the Poisson bracket on 
1R2n+2 to the Poisson bracket on R2", we have 

Proposition 4.1; The contraction of the Lie algebra 
so(n + 1) to {(n) is given by a formal deformation of the 
Poisson bracket on R2".2 to the Dirac bracket relative 
to the constraints k 1=q".1 +c and T?2 = P".1 (cre.IR). 

B. Contraction of the enveloping algebra U so (n + 1)) to 
!.J ({ (n)} 

Let lPA (AEc[O, 1[) be the diffeomorphism of 1R2n.2 de-
fined by 

lPA (Pi) = Pi' lPA (q I) = q j) 1!S i ~ n , 

lPA (P n+1) = (1- ,\)112 P,,+1> 

lPA(qn+l) = (1- i\.)1!2 q,,+I- C. 

We have {Uo lPA,IJolPJ(P,q) = [11, 1'1A (lPA(P,q» and [11, I')A(P,q) 

= {u 0 lPA' V 0 lPA}(lP-1 (p, q ), A E: [0, 1[. Therefore, a 
*-product *A is defined on R 2n•2 by 

(li *Al')(P,q) = (ltolPA*lJolPA)(lPi.1(P,q), If, i'(.oV(]R2".2). 
(4.1) 

If lIEN(R2,,), let Ii be its canonical extension on ]R2n.2 
defined by 

u(Pi> Pz, .•• ,Pn.l, q1> q2, ••• ,qn.l) 

=u(Pj,Pz, •• • ,P",q1>q2,'" ,q,,). 

limA_l(U*AV) (p,q) exists iff (p,q)re. lPl1R2n+2)=1R2n; hence 
limA_lu*AV = U*lV exists on <c[p, q J C N(1R2n

). Since [li, v) 
={u;-v}, we have u*lv=lNV 11, 1!E: <c[p,q), * is the Moyal 
*-product on 1R2n. This proves the following proposition: 

Proposition 4.2: The map 11 -II! ]!\2n is a deformation 
of the enveloping algebra U(so(n + 1), *) to U(C(n), *) 
which extends the contraction map defined by Proposi­
tion 4. 1. 

Of course, the well-known contractions 

/ISO(P,q -1) 
SO(P,ql'4-ISO(P-l,q), P'*(1 

can be treated exactly in a similar way. 

D. Arnal and J-C. Cortet 559 



                                                                                                                                    

5. CONTRACTIONS OF THE REPRESENTATIONS 

The diagonalization (2 0 6) of the Casimir element 
C =:ZI"i"n(I<i*)2 of [ (n) reduces the representation (201) 
and (202) of C (n) in N(1R2n) because it corresponds by 
the Weyl transform to its diagonalization in L 2 (JRn) 
(Propo 2.4) which reduces the quasiregular 
representation. 

In order to obtain representations of C (n) with scalar 
Cas imir element C, we have to consider the symplectic 
submanifold T* (So_I) of 1R2n on which the function 
C:= 2:1"i "n P~ is constant. 

In order to use the Dirac bracket and assoc iated 
procedure of contraction, we introduce a *-representa­
tion of so(n+l) on T*(Sn) with the *-product defined by 
(1.10): 

(5.1) 

where 11, liE: IV(T*(Sn)), if and v defined by (1.9), and * 
denote the Moyal *-product on 1R2n+20 

Consider the functions on T*(Sn): 

L~,k=qjPk-qkPJ' 1~.1<k~n+l, 

LI=c~, l~i~n+l. 

Then, 

'Vj,k:='V~,k and L;=K/ipl. 

Obviously, we have the proposition: 

Proposition 5.1: The functions i'lj,k (respo Njk and L j ) 

are generators with Moyal or POisson bracket of a 
representation of so(n + 1) (resp. c (n + 1)) on T*(Sn)' 
Moreover, the *-product (5.1) is invariant with respect 
to so(n+l), (2,4)0 

With respect to Dirac bracket (3.7), the following 
commutation relations hold: 

[N j, n+1> NI , 0+11 ::=R,-2Pn+1N j,1 1 ~ i < j ~ n, 

(Nj,k,Ni,/1=R2R,-2/ikINj,l, 1,,;.1 <ll ,,;n, l,,;i <Z ,,;n, 

(i'lj, n+1> i'll, 11 ::= 0 

1 <i<l";n 

1,,; i <I <j,,; n, (5.2) 

l,,;j<Z,,;n, 

1 ~i <j ~no 

Proposition 50 2: The restriction of the Dirac defor­
mation from T*(Sn) to the submanifold T*(Sn.l) defined 
by the constraints k 1 = q n+l + C and k2 = P n.l realizes the 
contraction of the representation of so(n + 1) on T*(Sn) 
to a representation of { (n) on T*(Sn_l) with scalar 
Casimir element Co 

Proof: Impose Pn+l = 0 and q n+ 1 = - c in the relations 
(5.2); we get R' =R and, if Ni,k (resp. K;) are the re­
strictions of Nj,k (resp, Ni ,n+l) to T*(Sn_l), 
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[V/k' ;Vol = 0kl"fijl = {.i" jk , Nil}' {I ,,; j < ll,,; n, 
l,,;i<Z,,;n, 
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[KIfK,l=O={KIJKj} (i,j=I,2,o •• ,n), 

[N'k,KI1=ol~j- 0l/Kk = {NJk,K j }, {i=I,2,." ,n 
l,,;j<k";n. 

We obtain a representation of ( (n) on T*(Sn_l) and, 
moreover, the Casimir element C takes the scalar 
value: 

n 

C::= "[;Kl = c2R2 
p=l 

[The same calculations hold for the contractions 

so(P,q)~O(P-l,q) 

'ISO( P, q - 1) 

on the suitable manifoldo 1 
In the case n == 2, we give the explicit form of the 
representation of [(2) by diagonalization of J3 ::=N12 
==QtP2 - q2Pl' 

Proposition 50 3: LetK"'==1/2(K1'FiK2) if c;tO 

==1/2(Pl 'fiPz) ifc=O. 
Then: 

(i) E~p(it J 3) ::=(cos ~ tf exp (- ~ J 3 tan ~t), 
(ii) J 3 = "[; kPi7Tk , where: 

k E: Z 

7To = 2~3 Sinh~Js), 7Tk = (K+*)k* 7To * (K-*)k (Ie> 0), 

7Tk = (K-*)-k * 7To*(K+*)_k (Ie < 0), 

7Tk is the unique solution of the equation J s*f=f*J3 =llf 
in IV. 

Proof: With coordinates z=J3 and etc [0,27T1 defined by 
PI ==R cose and pz::=R sine, we have 

f*J 3==f*ZIT* (51) 

i. e. , 

in af (Pi) 2 (a2f ~) f(8, z) * z =f(8, z) • z - "2 ae -"2 Z a? + 2 OZ 

The equations J s *f=f * J 3 = 0 are 

Zf(Z)-(~r[zf"(z)+2f'(z)1=0= ~ 0 

Let 1/J be the function 

(
Pi) _2 (2i Ii ) 1/J(t, z) = cos'2 t exp - Ii Z tan'2 t • 

Then, 

and </J(O,z)=l. 
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and therefore I/1=E~p(itJa) and (i). Moreover, I/! is the 
derivative of the distribution defined by the function 

41(t,z)==exp[- ;iztan(~ ] • 

41 has the period 2'Tr/1l and belongs to Li(O, 2'Tr !Il). 41 
(and thus 1/1) admits a Fourier development (in the dis­
tribution sense). From there we deduce that the spec­
trum of Exp(tJ3) is contained in {exp(kllt), k€ Z}. 

By the substitution g(z) ==zf(z), (5.3) becomes 

- (1l/2)2 g ll (Z) +g(z) == 0, (5,4) 

The solutions of (5.4) in N are g(z) == A sinh[(2/ll)z]. 

Using the condition 'Tro * 'Tro == 'Tro, we find a unique 
solution 

'Tro = ~ sinh[(2!Il)z). 

In order to describe the complete spectrum of J a, we 
compute 

J a *K,- K, * Ja=i1l{Js,K,}, 

and then 

J a *K+- K+ * J a = 1fJ(+, 

J 3 * K-- K-*Ja=-IfJ(-, 

For u € N(T*(S1» we define T+(u) and T-(u) by 

T+(u)=K+*u*K- and T-(u)==K-*u*K+. 

We obtain 

J a * (T+)"('Tro) == (T+)"('Tro) * Ja ==nll(T+)"('Tro) } 
n€N 

J s * (T-)"('Tro) == (T-)"('Tro) * J a == - nll(T-)" ('Tro)' • 

Then the spectrum of J a is exactly {kll, k € Z}. Moreover, 

R4e4 
T+[T-(u)]==T-[T+(u)]=="""!6 u if e*O 

R4 
=16 u if e=O, 

It follows that the unique solution of the equation: 

J a*f==f*J3 ==nf (resp. -nj) (n€lN) 

is (T+)"('Tro) (resp. (T-)"('Tro»' The spectrum of J s is 
simple. 

Lemma 5,4: In the set of the formal series in the 
variable z with coefficients in C~(S1)' the solutions of 
the equation 

f(8,z)*z==O, 

are 

f(8, z) == 41(8) * 'Tro(z), 41 € C (S1) 

Proof: If f(8, z) == 2::'0 a,,(8) z" [a" € Coo
(S1)], then 

f(B,z) *7To(z) =f(8,z) * (~Xsinh~2/ll)z) 

=f(B,z) * [to (~z Y" (2n ~ 1) I] ==f{B,z). 

Moreover, 

f(8,z) *'Tro(Z)=(~ a"(8)Z"*'Tro(Z») ==ao(8) *'Tro(z) 
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and thus f(8, z) == ao(B) * 'Tro(z). 

Let @) be the set of these formal series. It is easy to 
compute the action of the generators of t (2) on@): 

Proposition 5,5: One, the representation of t (2) 
defined by Proposition 5, 2 is given by 

J a* [41(8) *'Tro]== (ill~~)*'TrO' 
K1 * [ep(B) *11'0]== [eRcosB ep(8)] *11'0' 

K2 * [41(8) * 'Tro] = [eR sin8 41(8)] * 7To, 

C == (Kr>2 + (K~)2 == c2R2. 

We find the usual form of the irreducible representa­
tion of the Euclidean group E(2) with Casimir element 
equal to e2R2 in L2([O, 2'Tr]) and obtained by the usual con­
traction of the representations of SO(3) (including the 
case e=O). 

6. THERMODYNAMICAL LIMIT AND GROUP 
CONTRACTION 

In the so-called "algebraic formulation" of quantum 
statistical mechaniCS, a class of lattice systems is de­
scribed in terms of the spin algebra, For each n € lN, 
let A" (with identity I") be the nth tensor power of the 
algebra M2 of complex 2 x2 matrices (with identity 12), 

Considering the canonical embedding 41".",- (n <m) from 
A n into A., given by 

41",.,(A) ==A® 1.,\", A €A", 

The spin algebra A is defined by the inductive limit 
C*-algebra: 

A==I~m{41n,.,(A,,);m,n€ lN, m>n}, 

We shall consider systems with symmetric local 
Hamiltonian H", 1. e" for each n € lN, H" is an element 
in A" which is invariant with respect to the automor­
phism group@)" of Ii" induced by permutations s of the 
indices {1, 2" " , n}: 

The usual computations of the thermodynamical 
quantities on A proceed by calculating them for finite 
n € lN and taking the limit n - 00, In particular the global 
Gibbs state is given by the limit (if it exists) of the 
local Gibbs states p" with density matrix exp(- (3H"), 

Denote by 0" (i=1,2,3) the usual Pauli matrices; let 

J,=! f.(~-\)®O',( ® 12)' i=1,2,3, 
n;;1 k=1 k=H 

Because H" is symmetriC, it can be written entirely 
in terms of the elements J, and I". 7 Then the state p" is 
determined by its values on the symmetric elements of 
A" and appears as a continuous function of positive type 
on the group U(2) == T ·SU(2) [semidirect product of the 
torus T by SU(2)]. Using this aspect, one deduces the 
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following result: 

Theorem 6.1: If Hn is an element of /In such that 

(i) Hn is invariant with respect to the permutation 
symmetry group@) n' 

(ii) [Hn,Jsl=o, 

and if the local Gibbs state Pn with density matrix 
exp(- {3Hn) has a limit P when n - 00, then: 

(1) P is invariant with respect to the group @5 of finite 
permutations of IN. 

(2) P is a continuous function of positive type on the 
group E(2) xR (direct product of the two-dimensional 
Euclidean group by lR). 

(3) The representation of E(2) xIR determined by p is 
obtained by contraction of the representation of U(2) de­
termined by Pn• 

This theorem is a particular case of the results given 
in Ref. 3, where the symmetric states with torus in­
variance are investigated. More precisely, the one­
parameter group exp[ i ~B ad (1 - as)] of automorphisms 
of M2 defines a group 7B (BE [0, 21T]) of automorphisms 
of /I. We denote by ;; (resp. 5) 0) the set of invariant 
(resp. ergodic) symmetric states on A (with respect to 
78)' U8 the corresponding group in the G. N. S. 
representation. 

Proposition 6.2 s: (1) There exists a homeomorphism 
v - p" between 

B={V=(A\A2,AS)EIRs, Ilvll~1} 
and the set of extremal symmetric states on .Ii, 

(Pv=0w, w(al)=Ai). 

(2) f) 0 is homeomorphic to the compact set ~: 

~={(y,w)E1R2, O~ Iwl"'y"'1}. 

(3) If P E f), there exists a unique probability measure 
vp on ~ such that 

I -112. P= pywdvp(Y,w), Pyw= (21T) p"dB, o 
where V= «y2 _ w 2)1 /2 cose, (y2 _ w2)1 /2 sinB, w). 

Let ~ = (Ko, KI> K2, K3) be the Lie algebra of E(2) xlR 
with the following commutation relations: 

[Ko, Ktl=K2' [Ko,K21=-Kj, [Kl,K21=0, [Ks,K,l=o, 

j = 1, 2, 3. (6.2) 

Proposition 6.33: Let P E;;. Then 

(1) In the GNS representation(.\>p, 11., ap) associated 
with P, 

n 

dV,,(K,)=s-1imn~161Tp(i(j~), j=1, 2, 3, 
n-"<> p:l 

defines a unitary representation v. of E(2) xlR in -Pp • 

(2) V,,= No Wp, where: 

(i) ~ is a unitary representation of E (2) x R without 
multipliCity, 

(ii) - dWp(K~ + K~ + K~) ~ 1, 
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(iii) dWp(Kj +~) 10) = ° =..'> dW,,(Ko) 10) = O. 

(3) P - Wp is a continuous bijective map and a Borelian 
isomorphism from 90 onto the set of unitary irreducible 
representations (uiR) of E(2) xlR satisfying conditions 
(i), (ii), (iii). 

The urn of E(2) xlR are either characters or the UIR 

[Wyw(Bo, tl> t2, t3)/1(8) == exp(iwt3) exp(i(y2 _ w2)1/2 

X(tICOse-t2sinB)]·/(B- 80), (6.3) 

where/EL2([0, 2.".]), (W,y)E 1R2, Iwl~y. We denote by 
W1w1,w the character exp(iwt3). With this parametriza­
tion, if P E 5) the decomposition of W" in urn is given by 
the measure v p of Prop. 6. 2 (measure of the ergodic 
decomposition of pl. 

For even finite integer n, the group U(2) = T· SU(2) 
is realized as the product of ITj'l exp(it,z,;.la;) by the 
torus defined by 7 8• The corresponding Lie algebra 
11(2) is generated by (Jo, J" j=l, 2, 3) with commutation 
relations 

PoJsl = 0, [J1J21 =J3, [Jo,J11= [~J3Jl1 =J2 , 

Po,J21=[iJ3,J21==-JI• (6.4) 

J o - i J 3 is a central element. 

The UIR of U (2) are V ywn defined by 

dVywn(Jo - ~J3) = - im, dVywnislr(2)= D(j) 

y=2j/n, w=2m/n, >nEZ, jEiIN. 

Proposition 6.43: (1) Let Pn be a symmetric (with 
respect to@)n) and invariant (with respect to 7B) state on 
/In. Then 

dVp (Jo) =~UB' dVp (J,) =d:~."." (at) (j = 1, 2, 3) 
n den p:l n 

defines a unitary representation V" of U(2) in~p and 
V" =6":' HywnVyw", where Vywn are UI'R and HywnCc. fN. 

n 

(2) If Vywn is a UIR of U(2) with (y,w)",~, then the 
normalized vector w of weights ° for dVywn(JO) defines 
a unique symmetric state Pn on /In by 

3 n 

P [n (6 ia:l'kl = < w I dVywn (J{IJ~2J~3)w> 
n k.l pot 

Moreover, VPn=111ywnVywn and Pn is a pure continuous 
function of positive type on U(2), 

Theorem 6.1 is a particular case of the following 
consequence of Prop. 6,3 and 6.4, We denote by vPn 
the measure 2;(y.w)'=.e. \\S1ywn\\2 6(V,1!'), where S1ywn is the 
component of S1 Pn in 1'vlywn V ywn• 

Proposztion 5.5;3 (1) Let (v,w)c~and (v n =2j/n, 
U'n=2m/n)E ~ be a sequence converging to (V,w); then 
the UIR WyW of E (2) x R is obtained by contraction of 
the UIR Vy w of U(2) when n - 00, 

n n 

(2) Let (Pn) be a sequence of states on /I n; then (Pn) 
converges to a state P on.li if and only if the sequence 
(vPn) converges to a measure v on ~. Moreover, 

P = Ie. PYWdv ( v, 1.v) 

is the ergodic decomposition of p. 
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We do not discuss the convergence of the measures 
and limit ourself to the states Pn associated by pro­
position 6.4 with the UIR of U(2). In fact, if P is a local 
Gibbs state with Hamiltonian Hn satisfying conditions 
(0 and (ii) of Theorem 6.1, then Hn can be diagonalized 
on a base of eigenvectors of J s in a::2n and thus P can be 
written as a mixture of states Pn associated with the 
UIR of U(2). 

7. *-FORMALISM 

The algebra of symmetric observables in An is a 
quotient of the enveloping algebra t.J (u(2» and thus can 
be realized as a *-subalgebra of N(W), where W is a 
sUitable symplectic manifold: 

Proposition 7.1: (1)' Let *3 (resp. *1) the *-product 
on T*(S3) (resp. T*(SI» defined by (1.10). There exists 
a natural *-product on W= T*(Ss) x T*(SI) satisfying 

(ltl' Vl) * (vl • U2) = (Ul *3 U2) • (vl *1 v2), 

uj, u2 E N(T* (S3», vj, v2 E N(T* (S1»' 

(2) Let (Ph q" i=1,2,3,4) [resp. (p"qr. i=5,6)] 
the coordinates on T* (S3) [resp. T*(Sl)] defined by (1.7) 
with bi~1Pi = 1 and P~ + p~ =y2 - w 2

• The functions 

J1 = 2-1/2 (N23 + Nu ), J 2 == 2"1/2(N13 - N2,), 
(7.1) 

satisfy the commutation relations (6.4) for Moyal or 
Poisson brackets and thus are generators of the Lie 
algebra u(2). 

(2) follows from Proposition 5. 1. 

A symmetric state on An appears as a state on the 
symmetric observables and thus as a function P on W. 
The expectation value of the observable A E N(W) in the 
state P is given by 

(A)p= fwA *pdw, 

where dw is the Liouville measure on Wand fw p dw = 1. 
This can be derived from usual quantum formalism by 
means of the Weyl correspondence n. For instance, if 
p~= n(p) is a normalized denSity matrix 

p~=exp(- (3Jr,,)' [Trexp(- (3~)rl, 

and if A~==n(A), then 

(A>p==trp~A~. 

Performing the Simultaneous diagonalization of Hn and 
J 3 in N(W), 

H n =6>..(m,j, n)1Tm.J,n, 

J3 =L,M(m,j, n)7Tm• J• n, 

the Gibbs state p is written 

p = {L, exp[ - j3>..(m,j, n)]1Tm• J. n}' {L, exp[ - j3>..(m,j, n)]}~1. 

Then we are concerned with the states Pn = 1T m. J. nand 
with the associated representations Vy • w• n defined by 
(6. 5). In order to take the limit n - 00, we have to 
perform the contraction of thiS representation on the 
analogy of part 5. 
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Proposition 7.2: (1) Let us consider the following 
constraints on W: 

k1=P1PS +P2PS -Q3' k2 =P3, 

k3=P1PS- P2PS-q" k,=P,. 

Then the restriction of the Dirac bracket to the sub­
manifold W= T* (51) x T* (51) defined by the constraints 
kiJ i=1,2,3,4, is given by 

J,,=P6' J;,=-P5, Ja=N12' JO=NS6' 
[Jt.J;,]=[Ys,J,]=O, i=O, 1, 2, (7.2) 

[,fa, J 1] =J;" [Yo, J;,] = - J,., 

where ~ (i == 0, 1, 2, 3) is the restriction of J, to lV. 
(7" i = 0, 1, 2, 3) is a set of generators of the Lie 
algebra t (2) + R. 

(2) Moreover, if we impose the following constraints 
on W, 

k S=Q1- w , k6 =P1> 

then lile restriction of the Dirac bracket to the submani­
fold W = T*(S1) defined by ks and ks gives the representa­
tion of E(2) xR defined by the generators: 

:r: = - Ps, Y;, = - Ps, .fs =w, Yo = NS6 

on the space @; (defined by Prop. 5.6), i. e., the UIR 
defined by (6.3) in the *-formalism which is the 
contraction of the representation VYwn of U(2) associated 
with Pn. 

Proo!: (1) The 2-cochain C(u, v) corresponding to the 
constraints kj, k2' k3' k, is 

C(u, v)=={u, k1}{k2' v}- {u, k2}{kt. v}+{u, k 3}{k" v} 

- {u, k,}{k s, v} 

by restriction to W: 
C(Jj, J2) == 2M12 , 

C(Jj, Ja) = M24 - MI3 + P5, 

C(Jj, Jo - tJa) = 0. 

An easy computation (analogous to Prop. 5.2 and 5.5) 
gives the commutation relations (7.2) and the represen­
tation (2). 
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A theoretical formulation is derived for analyzing linearized equation, appropriate to a straight, 
cylindrical, sharp-boundary screw pinch within the framework of the Vlasov-fluid model. Surrounding the 
plasma is a cylindrical conducting wall, and there is a nonconducting vacuum between the plasma and the 
wall. By introducing a perturbation-dependent transformation of the phase space and linearizing about a 
zeroth-order state which depends on the perturbation, the linearized equations of Freidberg's Vlasov-fluid 
model are put into a form which would be correct for a hypothetical problem in which the plasma 
boundary is a rigid cylinder. The effects of the impulsive electric field at the actual perturbed boundary 
are taken into account in the zeroth-order state. The boundary conditions at the perturbed plasma 
boundary are continuity of the normal component of B and vanishing of the normal component of the net 
current density. 

I. INTRODUCTION 

Kinetic effects on the stability properties afhot plasmas 
due to finite ion gyroradii are of current experimental inter­
est. I

.
1 A useful model for studying these effects is the Vlasov­

fluid model, a low-frequency model in which the ions are 
treated as collisionless and the electrons are treated as a 
massless, pressureless fluid. 3 Most of the detailed application 
of the Vlasov-f1uid model to screw pinch configurations has 
been for sharp-boundary equilibrium profilesH

; this is be­
cause some of the analysis can be carried out analytically and 
there is the possibility of comparing results with results of 
magnetohydrodynamics calculations. However, because of 
the kinetic nature of the ions, the moving sharp boundary 
presents some difficulties which are not encountered in a 
fluid calculation. The solution must take into account the 
fact that the ion density outside the moving boundary is al­
ways zero and that each ion that impinges on the boundary is 
reflected specularly in a frame of reference moving with the 
boundary. In this paper, taking the motion of the perturbed 
boundary into proper account, we derive a set of first-order 
equations for the perturbations. This is done by introducing 
a time-dependent transformation of the phase space to a set 
of variables in terms of which the time-dependent perturbed 
boundary appears as ifit were a rigid cylinder at rest. Writ­
ing the basic equations of the Vlasov-f1uid model in terms of 
the new variables, we then consider perturbations about a 
state which is a modification of the equilibrium and includes 
the specular reflection of the ions from the perturbed bound­
ary. Instead of expressing the final equations in terms of the 
perturbation ion distribution function, it is more convenient 
to introduce an auxiliary function which contains boundary 
effects. In terms of the auxiliary function and the new phase­
space variables, the equations for the linearized problem are 
formally the same as those that would describe perturbations 
of a system with a hypothetical, rigid cylindrical plasma­
vacuum interface. 

This formulation has been applied to a numerical study 
offinite-ion-gyroradius stabilization of m = 2 modes in a 
near-theta-pinch configuration and the results compared 
with results of earlier theoretical work and some experimen-

tal data.' Further applications are in progress. The math­
ematical techniques which were used in deriving the final 
equations ofthis formulation also could be applied to kinetic 
problems in neutral gas dynamics in which there are defor­
mable sharp boundaries. 

In Sec. II we present the basic ideas of the Vlasov-fluid 
model for a sharp-boundary pinch and define the equilibria 
that we consider. In Sec. III we define the time-dependent 
transformation of the phase space and derive the linearized 
equations. Finally, in Sec. IV, we discuss the boundary con­
ditions that must be satisfied. 

II. THE MODEL AND THE EQUILIBRIUM 

In the Vlasov-f1uid model proposed by Freidberg,' the 
ions are treated as collisionless, the electrons are treated as a 
massless, pressureless fluid, charge neutrality is assumed, 
and the displacement current is neglected. The governing 
equation of the model are 

and 

1 
E + -ueXB = 0, (I) 

c 

1 aB 
VXE= ---, 

c at 
Jf Q( 1 ) - + v· v J + - E + -v X B ·v J = 0, at M c 

(V >< B) X B = 41TQ f d lV( E + +V X B }; 

(2) 

(3) 

(4) 

where E and B are the electric and magnetic fields, U e is the 
electron fluid velocity perpendicular to B,fis the ion distri­
bution function, and Q and M are the ionic charge and mass, 
respectively. V r is the gradient operator holding the velocity 
v fixed, V v is the gradient operator holding the position vec­
tor r fixed, and V is the usual gradient operator for functions 
that are independent of v. 

The electrons in this model are massless and cold 
(T" = 0). They are treated as a fluid tied perfectly to the 
magnetic field lines. The electron motion parallel to the mag­
netic field lines is such as to preserve charge neutrality. The 
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plasma systems which we consider in this paper have sharp 
boundaries; that is, we assume that the plasma can be ade­
quately described in terms of an infinitely thin plasma-vacu­
um interface, outside of which the ion density always vanish­
es, regardless of how the interface moves or changes shape. 
Of course, the infinitely thin boundary is an approximation 
to a sheath region whose thickness is of the order of the ion 
Debye length, Ii OJ; the ions are restrained by the attraction of 
the electrons, which are tied to the field lines. The time re­
quired to establish the sheath region is ofthe order of21TIOJpj' 

where OJpj is the ion plasma frequency. For the sharp-bound­
ary approximation to be valid, any frequency OJ and length I 
of importance to the dynamics of the system must satisfy 

OJIOJpi~l, lilioi~l. (5) 

(See the note added in proof at the end of the paper.) 

The equilibria that we consider are axially and trans la­
tionally symmetric with respect to the z axis of a cylindrical 
coordinate system (coordinates r, e, z, and unit vectors r, 6, 
z). The equilibrium ion distribution function,/a(r,v), is a 
function only of the total particle energy E: 

/a(r,v) = 5;-(E), (6) 

E = !Mv' + Q¢oCr), (7) 

where the equilibrium scalar potential, ¢o(r), depends only 
on r. The equilibrium number density and pressure as func­
tions of r are given by 

no(r) = f d 'vY(E) (8) 

and 

(9) 

The equilibrium electric field, Eo(r), is related to po(r) by 

'ilpo(r) = Qno(r)Eo(r), (10) 

as may be verified by taking the first velocity moment ofEq. 
(3), or by using E as a variable of integration in Eqs. (8) and 
(9). The constraint on the equilibrium magnetic field, Bo(r), 
is obtained by substituting Eq. (6) into Eq. (4) and using Eq. 
(10). The result is 

'ilpo(r) = (l/41T)['il X Bo(r)] X Bo(r), (II) 

which is the same constraint as in ideal 
magneto hydrodynamics. 

Introducing the sharp-boundary approximation, we take 

(12) 

(13) 

where Em is the maximum energy of any particle in equilibri­
um. (For a Maxwellian, Em would be infinite.) Thenno(r) and 
po(r) are discontinuous: 

{

no = const, r < ro, 
no(r) = (14) 

0, r>ro, 
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l
PO = const, 

po(r) = 

0, 

(15) 

A uniform background of electron charge for r < ro provides 
the charge neutrality required by the model. Surrounding 
the cylindrical plasma column of radius ro is a rigid, perfectly 
conducting, coaxial cylindrical wall of radius R > roo The en­
closed annular region is a (nonconducting) vacuum. 

The equilibrium electric field vanishes inside and out­
side the plasma column, and is impUlsive at the plasma­
vacuum interface. The impulsive electric field at the plasma­
vacuum interface is also present when the system is per­
turbed and it is responsible for confining all ions to the interi­
or of the plasma column. At any given point on the interface, 
in a frame of reference moving with the instantaneous veloc­
ity of that point, the impulsive electric field is conservative, 
normal to the boundary, and sufficient to reflect any imping­
ing ion back into the plasma column. Because the impulsive 
electric field is conservative, the reflection of an ion is specu­
lar with respect to the frame of reference moving with the 
instantaneous velocity ofthe interface at the point of impact. 

We specify the equilibrium magnetic field by 

r<ro, 

(16) 

where the constants hi' hz, and hI! are, respectively, the interi­
or z component ofBo, the exterior z component ofBo, and the 
exterior e component of Bo evaluated at the plasma-vacuum 
interface. The pressure balance constraint on these con­
stants, obtained by integrating Eq. (11) across the boundary 
at r = ro, is 

(17) 

III. THE LINEARIZED EQUATIONS 

Because the plasma boundary can move, it is incorrect 
to linearize the equations in terms of perturbations about the 
equilibrium configuration. When the boundary crosses any 
fixed point, the distribution function at that point changes 
from a finite value to zero, or vice versa; in either case, the 
change of the distribution function at that point is not small. 
In order to have perturbation quantities that are indeed 
small at all points, we shall introduce a new set of indepen­
dent variables whose definition depends on the displacement 
of the boundary, and we shall linearize the equations ofmo­
tion about a zeroth-order state which also depends on the 
boundary displacement, but which reduces to the equilibri­
um state in the absence of a perturbation. 

We define the new independent variables in terms of a 
perturbation-dependent scale transformation. When the 
plasma column suffers a perturbation, its boundary is affect­
ed. We let thefunctionp(e,z,t) be the radial distance at timet 
from the equilibrium axis to the point on the perturbed plas­
ma-vacuum interface with azimuthal and axial coordinates 
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e and z. The new independent variables, which we denote by 
a prime, are determined by a scale transformation of the 
radial coordinate and corresponding transformations of v, 
and ve: 

, ro 
r = r p(e,z,t) , 
e' = e, 
z' =z, 
t' = t, (18) 

V~= ;(v,- ; p), 
, ro 

ve=-ve, 
p 

(A dot over a symbol denotes partial differentiation with 
respect to time.) Partial derivatives with respect to the new 
variables are given in terms of partial derivatives with re­
spect to the old variables by: 

~-!J..(~_ p ~) 
ar - par' p av~ , 

a a _ ~ ap 
aq aq' p aq' 

(
,a ,a ,a) x r - +V - +ve-

ar' , av' av' , e 

'( a p) a 
- r aq' -;; av;.' 

a 
aV, - -;;-av-~' 

ro a a 
aVe --;; av~' 
a a 

avz av~' 

where q refers to either e, z, or t. Note that 

p(e,z,t,) = p(e' ,z' ,t '), 
so that 

._ap_ap 
P-Tt-~· 

(19) 

The gradient operators "iI rand "iI. written in terms of cylin­
drical coordinates are 

... A a o[ 1 ( a a a)] A a vr=r-+u - -+ve--v,- +Z-, 
ar r ae av, aVe az 

(20) 

... Aa oa A a 
v.=r-+u-+ Z-. 

av, aVe avz 

(21) 

When "iIr acts on a function that is independent of v, we find 
from Eqs. (19) and (20) 
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"iIr = "iI = !J..[r~ + 9(~ ~ -~ ~ ~)] 
par' r' ae' p ae' ar' 

+z(~-~ ap~) 
az' paz' ar' . 

(22) 

Now, using Eqs. (19) and (22), we can write the streaming 
'part of the total time derivative operator as 

a a" (V~ ap v~ ap ) -+v·"iI =-+v·"iI,- ---+--
at r at ' r pr' ae' paz' 

(
,a ,a ,a) x r-, +V,-, +v~ 
ar av, aVe 

2p ( , a ,a ) ,p a -- v-+ve- -r--
p , av~ av~ p av~ 

where 

r' = r'f + z'z, 

v' = v'j + v~9 + v), 
and 

... ' A a A [ I (a ,a ' a)] A a Vr' = r-a ' + 6 ---; --, + v(}~~ - V,-, + Z-,' 
r r ae av, avo azo 

(23) 

(24) 

(25) 

(26) 

(Note that the SUbscript r' on "iI~, is superfluous when the 
operand is independent of v'. In that situation, the subscript 
will be suppressed.) 

The zeroth-order quantities that we shall use for linear­
izing the equations of the model will be denoted by a super­
script zero. As mentioned previously, they depend on the 
perturbation from equilibrium, but reduce to the equilibri­
um quantities when the perturbation vanishes. The condi­
tion "iI·B = 0 and the "iI X E Maxwell equation, Eq. (2), will 
be satisfied to first order by introducing suitable scalar and 
vector potentials: 

B = B(O) + B(I) = "iIXA, 

E = E(O) + E(I) = _ "iIcp _ I aA 
--;-Tt' 

cp=cp(O)+cp(I), 
A = A(O) + A(J). 

(27a) 

(27b) 

(27c) 

(27d) 

The zeroth-order fields and potentials at a given point are the 
analytic continuations of the interior equilibrium fields and 
potentials if the point is inside the perturbed boundary; if the 
point is outside the perturbed boundary, then the zeroth­
order fields and potentials are the analytic continuations of 
the corresponding exterior equilibrium quantities. 

The zeroth-order scalar potential is 
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l/JO = (EmIQ)8(r' - ro), (28) 

where 8 is the unit step function defined by 

1
0, 

8 (x) = 

1, 

x<o, 
(29) 

x>o. 

Whereas the equilibrium scalar potential, Eq. (13), vanishes 
for r < ro and equals the constant Em IQ for ro < r < R, our 
zeroth-order scalar potential vanishes inside the perturbed 
plasma column and equals Em IQ in the vacuum region out­
side the perturbed column. As a result, - Vl/J'O) is every­
where locally normal to the perturbed plasma-vacuum in­
terface. Using Eq. (22), we find 

-Vl/J'O)= -~~(r'-ro)(r-6~ ap _zap). 
Q p p ae' az' 

(30) 

The zeroth-order magnetic field is defined by 

r<p, 

(31) 

In the case of no perturbation (p ro), the normal compo­
nent of B' 0) is continuous across the plasma-vacuum inter­
face (r = ro). However, when there is a perturbation, the 
component ofB'O) normal to the perturbed boundary is usu­
ally discontinuous, so that B'O) is not properly solenoidal at 
the plasma-vacuum interface. However, one of the condi­
tions to be imposed on B' [) is continuity to first order of the 
normal component of the total magnetic field, B'O) + B' [), at 
the perturbed boundary; this is achievable because B' 0) is the 
analytic continuation of the interior or exterior equilibrium 
field, so that the difference between B' 0) and the total field is 
of first order. It is convenient to choose B'O) as we have done, 
and it is physically irrelevant that B' 0) is not solenoidal at the 
boundary. For the zeroth-order vector potential we take 

A(O) = !bir6 + 8 (r - p)[ !(bz - b;) [(,-2 - ro)lr] 6 

(32) 

It is readily verified that 

B(O) = VXA'O) for r=/=p, (33) 

and that A'O) is continuous at the boundary in the case of 
equilibrium (p_ro). The time derivative of this vector poten­
tial, aA' 0) I at, is 8(r - p) times a coefficient which is second 
order in the perturbation quantities. As a result, 
(l/c)(aA(O)lat) is negligible compared to Vl/J'O), and we may 
write 

567 

E(O)- _ Vl/J'O) _ ~ aA'O) = _ Vl/J (0) 

C at 
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(34) 

to first order. 

We now use Eq. (1) to determine l/J' I) and to express the 
radius of the perturbed boundary, p(e,z,t), in terms of A' I). 
The field E( [) can be written correct to first order for all 
values of r as 

E'I)= _V'l/J'I)_~ aA(I); 
cat' 

the field B( [) for r=/=p can be written as 

B(I) = V'XA'I). 

(35a) 

(35b) 

The total magnetic field can be written correct to first order 
for all values of r as 

(35c) 

This is true because of the condition to be imposed on A' I) 
that the normal component of B be continuous. As a result, 
B' I ) is expressible correct to first order for all values of r as 

B'I) = V'xA([) + 8(r' - ro)(p - ro)[(bz - b;)z + be6]. 
(35d) 

In addition to the zeroth-order quantities already defined, it 
is useful to define 

E(O)' = - (EmI Q)8(r' - ro)r, (36a) 

B'O)' = biZ + 8(r' - ro)[(bz - bJz + be(rolr')6] , 
(36b) 

u~O)' = (cE(0)'XB'0)')/B(0)'2. (36c) 

These definitions imply 

E(O)' + (1/c)u~o)'XB'O)' = 0. (37) 

Writing the scalar product ofEq. (1) with B, correct to first 
order, we find 

E-B = E(O)·B(O) + E(O)'·B'J) + E([)·B'O)' = 0. (38) 

Correct to first order, the individual terms can be expressed 
as 

E(O)·B(O) = (EmI Q)8(r' - ro)B(O)'.V'(p - ro) 

= B(0)l.Y"[(EmIQ)8(r' - ro)(p - ro)], 

E(»·B'O)' = - B(O)',V'l/J(I) - ~~(A([).B'O)'), 
c at' 

so that Eq. (38) can be rewritten as 

B(O)'.V'[ ~ 8(r' - ro)(p - ro) + +A' I ).u~o)' - l/J ([)] 

- ~{V"[(A([)'B(O)')U~o),] + ~(A'I)'B'O)')} = 0. (39) 
c ~' 

We now choose a gauge such that 

(40) 

and we define a vector ~perpendicular to B'O)' by 
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s = (B(0)'XA(I»IB(0)'2, 

SO that 

A (1) = SXB(O)'. 

With these definitions, Eq. (39) becomes 

(41a) 

(41b) 

B(O)'·V'! [s - (p - ro)f].E(O)' - r,6(1)l = 0. (42) 

We want to use Eq. (42) to determine r,6( 1) within the plasma, 
including the value at the boundary. Because the equilibrium 
and zeroth-order quantities are independent of e/ and z/, nei­
ther e/ nor z/ will appear in any linearized equation of the 
model except in the differential operators alae/ and alaz'. 
Therefore, all perturbation quantities can be expanded as a 
double Fourier series in e/ and z/, and we can analyze each 
term separately. That is, we can let the complete e/ and z/ 
dependence of each perturbation quantity occur in a factor 
exp[i(me / + kz/)], where m is an integer. We now restrict 
our attention to the case 

[kz + (mlr')6].B(0)/(r/)*0, 

in which case the only solution ofEq. (42) is 

r,6( I) = [S - (p - ro)f}E(O)'. 

This implies 

¢J(II = ° for r<p. 

(43) 

(44) 

(45) 

In order to use Eq. (44) for determining r,6( 1) when r = p, 
we first use Eq. (I) to find the connection between sand 
(p - ro). Let 

(46a) 

where 

u~O) = (cE(O)XB(O»IB (0)2. (46b) 

For r <p, both E(O) and u~O) vanish. Therefore, correct to first 
order, we can write 

E(I'+(l/c)u~l)XB(O)/=O forr<p. 

Using Eqs. (35a), (4Ib), and (45), we then obtain 

~(U~l) - ~)XB(O)' = ° 
c at 

or, equivalently, 

~=U~l). 
at 

(47) 

(48) 

Thus, within the plasma column, S is the displacement from 
equilibrium of the electron fluid perpendicular to the mag­
netic field. Because the electron fluid is frozen to the magnet­
ic field lines, S is also the displacement of the magnetic field 
lines within the plasma column. Our assumption, made in 
Sec. II, that electrons neither enter nor leave the plasma­
vacuum interface now allows us to express the radius of the 
perturbed boundary as 

p(e/,z/,t/)=ro+ ~imSr(r',e',z',t'), (49) 
r --ro 

where the limit is taken from inside the boundary. In fact, 
the limit is unnecessary, because continuity of the normal 
component ofB at the perturbed boundary implies continu­
ity of sir/,e /,z/,t /) for r/ = roo This will be demonstrated in 
Sec. IV, but it should be borne in mind during the remainder 
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of this section. Without the continuity of S,., some subse­
quent expressions in this section would be ill defined. Re­
turning to Eq. (44), we now conclude that 

r,6' I) = ° for r<p. (50) 

The fact that r,6( I) vanishes everywhere within the perturbed 
plasma column indicates clearly that our choice of the zer­
oth-order scalar potential ¢(O) indeed does account for the 
impulsive electric field up to first order. 

We shall not need to know r,6(1) in the vacuum region 
surrounding the plasma, but it is interesting to note that it 
does not generally vanish. In fact, r,6( I) in the vacuum region 
is governed by the condition 

2Ao (I) _ 1 V aAw \1", - -- '-, 
c at 

(51) 

which expresses the fact that the vacuum region is free of 
electric charge. If aA (1) I at were known, then r,6( 1) could be 
determined from Eq. (51). 

We choose the zeroth-order ion distribution function, 
!' 0), such that it reduces to the equilibrium distribution func­
tion in the absence of perturbation and satisfies the condition 
that 

(~ + v,V + QE(O).V )rIO) 
at r M • 

is nonsingular at the perturbed boundary. Writing 

/=/(0) +/(1), 

we take 

!,O)(r,v,t) = Y(Eo), 

where 

Eo = !M! [vr - (rlp)pp + v~ + v; l + Qr,6 (O)(r,t) 

(52) 

(53a) 

(53b) 

We also define another energy, E', which has the same form 
in terms of the primed variables that E, given by Eq. (7), has 
in terms of the unprimed variables: 

E' = !MV'2 + Em8(r' - ro). (54) 

The linearized form of Eq. (3) within the perturbed 
plasma column can be written as 

(a~ / + Y}~(r/,v/,t /) 

= Y/(E')MV/(~ + v/.v·,)~, 
at/ r at/ 

where 

g =/(1) + Y/(E') [MV/. :;/ - MV~(;:)P], 

Y/ = v/.V~, + ~(E(O)' + ~V/XB(O)}V~., 

v, ~ a D. a ~ a 
.,=r-. +U-, +z-" 

aVr aVe avz 
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(55) 

(56) 

(57) 

(58) 

568 



                                                                                                                                    

and 

ff'(E') = ~ff(E'). 
dE' 

Note that ff' is an equilibrium Liouville operator for the 
primed variables. Also note that Eq. (55) is/ormally the 
same as would have been obtained in terms of the unprimed 
variables had the plasma-vacuum interface been a rigid cyl­
inder, in which case the term in Eq. (56) involvingp would 
have been absent. In order to derive Eq. (55), the following 
relations which are valid to first order are useful: 

[:t + v,Vr + ~(E(O)+~VXB(O}Vv]ff(EO) 

-C~, + sP,)(CJO(O',z"t')r'V~'Y(E')] 

+ Qff'(E')pr·E(O)I, (59) 

~( E( I) + ~VX BO}V vff(Eo) = Q E( l>'V'ff'(E'), (60) 

~( E(I) + ~VXB(I}Vvff(EO) 

= ff'(E')[M(~ + sP')(V"~) 
at' at' 

- MV"(~ + V"V') as - QPr.E(W] . (61) 
at' at' 

We now turn to the linearization ofEq. (4) with respect 
to the zeroth-order quantities that have been defined. The 
(V X B) X B term is singular at the plasma-vacuum interface 
because of the discontinuity ofB. Writing 

(V X B) X B = B· VB - ! VB 2, 

and noting that B· VB is a derivative of B tangential to the 
boundary, we see that the singularity is associated exclusive­
ly with the term - ! VB 2. Correct to first order, we have 

- !VB2 = _ V(!B(0)2 + B(O).B(I) 

= - V[ B(O)'2 + B(O)'.B(I) 

Thus, the singular part of (V X B) X B can be written correct 
to first order as 

!(b 7 - b; - b ~)V8(r - p) + ¢(O ',z',t ')V'8(r' - ro), 

where 

(62) 

We define a vector differential operator F by 
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(11417) (V XB)XB - (1I817)(b 7 - b; - b ~)V8 (r - p) 

= F(s) + (1I417)¢(O' ,z',t ')V'8 (r' - ro). (63a) 

For r'#:-ro, F is simply 

F(S) = ~V'XB(I»XB(O)l. 
417 

(63b) 

For r' = ro, F(S) isjinite, and can be taken equal to the limit 
ofF(S) as r' approaches ro from within; it is negligible com­
pared to the singular terms in Eq. (63a). 

The right-hand side of Eq. (4), divided by 417Q, can be 
written correct to first order as the sum of seven terms as 
follows: 

J d 3V( E + ~ v X B )r 
= Jd 3VE(0)ff(EO)+ Jd 3V ~ vXB(O)ff(Eo) 

- Jd 3V'ff'(E')(E(O)' + ~V'XB(O)')MV" ~ 
c at' 

The first term can be expressed as 

Jd 3VE(0)ff(EO)= ~VPCO)= -~V8(r-p), 

where pC 0) is a pressure function defined by 

pCO) = ~ J d 3VV2ff(Eo). (65) 

The second integral can be expressed in terms of the primed 
variables as 

J d 3V+ vXBCO)ff(Eo) 

= + JdVff(E')(~Jp[Z8(r' - ro)beC~) 

- O[b, + 8(r' - ro)(bz - b,)]]. 

The fourth integral vanishes because E' is only a function of 
v'. By use ofEqs. (47) and (48) and the identity 

MJd 3v'V'V'ff'(E') = -tJd 3v'ff(E'), 

where 1 is the unit dyad, it may be verified that the fifth term 
cancels the third term exactly. By using the same identity, we 
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also find that the sixth integral cancels the second integral 
exactly. Finally, by using the equilibrium constraint, Eq. 
(17), we can write the linearized form ofEq. (4) as 

F(S) + (l/41T)¢(0',z',t ')V'8(r' - ro) 

= Q f d 3v'(E'0)' + +V' XB'O)')g(r',v',t '). (66) 

Equations (55) and (66) are formally the same as would be 
obtained by linearizing Eqs. (3) and (4) in terms of the un­
primed variables for a hypothetical problem in which the 
plasma-vacuum interface is a rigid cylinder of radius roo 

Equations (55) and (66) are satisfactory linearized 
forms of Eqs. (3) and (4) if an equation for ~ alone is to be 
obtained by substituting into Eq. (66) a solution ofEq. (55) 
which gives g as a functional of S. However, it may be conve­
nient, particularly for numerical purposes, to replace the 
auxiliary function g by another auxiliary function, g, in order 
to eliminate the singular term from the left-hand side ofEq. 
(66). The function g is defined by 

g(r',v',t ') = g(r',v',t ') + (l/41TPo)¢(0 ',z',t ')5'(c'). (67) 

We note that the pressure functionp'O), defined by Eq. (65), 
can be written correct to first order as 

p'O) =~ f d 3v'v'2jT(c'), (68) 

so that the relation 

Q f d 3v'E(0)'Y(c') = V'p'O) 

holds. Now it is easy to verify that Eqs. (55) and (66) can be 
written in terms of g and S as 

(~ + Y")g(r',v',t') 
at' 

= ,c7'(c')MV"(~ + v'.V')~ 
at' at' 

+ Y(c') (~ + Y")¢(O ',z',t ') 
41Tpo at 

= Y'(c')MV"(~ + V'.V')~ 
at' at' 

+ Y(c') (~+ V'.V')¢(O',z',t '), 
41Tpo at' 

(69) 

F(~) = Q f d 3v'(E'O)' + ~ v' X B'O)')g(r',v',t '). (70) 

Equations (69) and (70) have been used for numerical studies 
of the stability of a near-theta-pinch equilibrium: It is inter­
esting to note that the singular term in the operator on the 
left-hand side ofEq. (66) prevents that operator from having 
a nonsingular eigenfunction with a nonzero eigenvalue un­
less ¢ vanishes identically or the eigenfunction vanishes for 
r = rD. 
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IV. BOUNDARY CONDITIONS 

At the surface of the perfectly conducting cylindrical 
boundary at r = R, the only condition to be imposed is con­
tinuity of the normal component ofB. Since B vanishes with­
in the conductor, the condition is 

r.Blr=R=O, (71) 

where B is the vacuum field. Since B'O) is perpendicular to r, 
to first order the condition is 

r·B' " I r = R = 0. 

However, since r·B' 1) is itself of first order, the condition at 
the conductor also can be written correct to first order as 

'B'l)1 0 r· r' = R = . (72) 

The conducting surface is not a circular cylinder in terms of 
the primed variables. Nevertheless, Eq. (72) tells us that the 
continuity condition may be applied to first order as if the 
conducting surface were a circular cylinder of radius R in 
terms of the primed variables. 

At the perturbed plasma-vacuum interface, there are 
two conditions to be imposed to first order: 

(a) continuity of the normal component of B, and 

(b) vanishing of the normal component of V X B within 
the plasma column at r = p. 
The second ofthese conditions is equivalent to requiring that 
there be no net normal current density within the plasma at 
the boundary. The reason for this requirement is the follow­
ing. The electrons contribute no normal current density at 
any given point on the boundary, with respect to a frame of 
reference moving with the instantaneous velocity of that 
point, because they neither enter nor leave the boundary. 
The ions contribute no normal current density at any given 
point on the boundary, again with respect to a frame of refer­
ence moving with the instantaneous velocity of that point, 
because they are reflected elastically with respect to the mov­
ing frame of reference by the impulsive electric field. Thus 
there is also no net normal current density with respect to the 
moving frame of reference. Because of the assumed charge 
neutrality within the plasma, this implies that there is no net 
normal current density within the plasma at the boundary 
with respect to any Galilean frame of reference, including 
the laboratory frame. 

In order to apply the conditions at the plasma bound­
ary, we need an expression for the unit vector normal to the 
perturbed boundary. The cylindrical equilibrium boundary 
is defined by 

(73) 

where f e is the position vector to a point on the equilibrium 
boundary. (This equation assumes that the origin of the co­
ordinate system lies on the symmetry axis of the equilibrium 
configuration.) Let f be the point on the perturbed boundary 
associated with fe' According to the discussion preceding 
Eq. (49), rand fe are related to first order by 

which, again to first order, implies 
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re = r - g(r). (74) 

(The function g is to be evaluated inside the plasma column.) 
Substituting Eq. (74) into Eq. (73), we obtain to first order 

ro = I r[r - S(r)] J .[r - S(r)] 

= [r(r) - S(r)·Vr(r)].[r - S(r)] 

= r(r).[r - g(r)]. 

Therefore, the unit normal to the perturbed boundary is in 
the direction of V[r - 5r (r)]. Letting the 0' and z' depen­
dence of 5r be contained in a factor exp[(i(mO' + kz')], as 
discussed following Eq. (42), we then can write the unit nor­
mal correct to first order as 

n = r - n"', (7Sa) 

where 

n( I' = [(imlro)6 + ikZ]5r (r') I r' = ro (7Sb) 

The normal component ofB now can be written correct 
to first order as 

n·B = (r - n"')·(B(O' + B(I» 

= r·V'x(gxB(O)') - n(Il.BIO)', (76) 

from which it is straightforward to verify that n·B vanishes 
to first order inside the plasma at the plasma-vacuum inter­
face. Then using Eq. (76) to calculate n·B to first order out­
side the plasma at the plasma-vacuum interface, we find that 
continuity ofn·B is equivalent to continuity of 5r' 

5ir') I r' = r" = 5r(r') I r' = r,,+' (77) 

We can write the normal component of V X B to first 
order inside the plasma as 

n·VxB = (r - n(I»·VX(BIO) + B"» 

= (r - n(I»·VXB(J) 

= r·V'xB(I). 

Therefore, the condition of no net normal current can be 
used to first order in the form 

r.V'xB(I)lr'=r" =0. (78) 

In conclusion, we note that Eq. (66) or (70) is a state­
ment of pressure balance, and it must be satisfied every­
where, including across the plasma boundary. However, in 
contrast to the situation in ideal magnetohydrodynamics, 
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the equation cannot be used to provide an a priori boundary 
condition because g and g (like J< 1» are discontinuous at the 
boundary. Thus, the term involving EIOl' cannot be evaluat­
ed a priori. 

In conclusion, we note that Eq. (66) or (70) is a state­
ment of pressure balance, and it must be satisfied every­
where, including across the plasma boundary. However, in 
contrast to the situation in ideal magnetohydrodynamics, 
the equation cannot be used to provide an a priori boundary 
condition because g and g (likeJ< I» are discontinuous at the 
boundary. Thus, the term involving EIO)' cannot be evaluat­
ed a priori. 

Note added in proof We assume that electrons neither 
enter nor leave the plasma-vacuum interface; electrons on 
the plasma boundary remain on the boundary forever. As is 
shown later in the paper, this assumption is closely related to 
a requirement that there be no electrical current normal to 
the plasma-vacuum interface. The assumption allows us to 
express the displacement of the boundary in terms of the 
perturbation vector potential. [See. Eqs. (41) and (49).] If 
plasma motions which violate this assumption are possible 
within the context of the sharp-boundary Vlasov-fluid mod­
el, it is not known how to describe them. 
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The problem of semiclaSSical quantization of nonseparable systems with a tinite number of degrees of 
freedom is studied within the framework of Heisenberg matrix mechanics. in extension of previom work 

on one-dimensional systems. The relationship between the quantum theory and multiply-periodic classical 
motions is derived anew. A suitably averaged Lagrangian provides a variational basis not only for the 

Fourier components of the semiclassical equations of motion. but also for the general definition of action 
variables. A Legendre transformation to the Hamiltonian veri fie, that these have been properly chosen 

,ind therdore provide a basis for the quantization of nonseparable systems. The problem of connection 

formulas is discussed hy J method integral to the present appwach. The action vanables are shown to he 
adiahatic invariants of the classical system. An elementary applIcation of the method i, given. The 
methods of this paper are applicahle to nondegenerate sy,tems only. 

I. INTRODUCTION 

This paper is intended as an extension of previous stud­
iesl.' of the WKB approximation within the framework of 
Heisenberg matrix mechanics. Previous work was confined 
to bound systems with spectra specified by a single quantum 
number, but included some field theories with soliton solu­
tions.' In the present work we study nonseparable problems 
with bound spectra specified by two or more quantum 
numbers. 

Such problems have been attacked with considerable 
vigor in recent years, mainly through the vehicle of various 
representations of the Feynman path integral. We cite only 
some represen tative examples of a growing literature'-7 from 
which the interested reader can start his own investigation. 
The essence of a full solution for the bound state problem 
was first provided within the framework of the many-body 
Schrodinger equationHO and later extended to reaction 
processes. 11.12 

Here we present a formally complete solution for non­
degenerate systems within the framework of Heisenberg ma­
trix mechanics. The approach is a variant of the one used in 
our previous work: The matrix elements of the equations of 
motion are studied in the large quantum number limit and 
seen to yield equations for the Fourier components of the 
dynamical variables appropriate to the description of a mul­
tiply-periodic system. The correspondence of matrix ele­
ment to Fourier component can be chosen in such a way as to 
include the first quantum corrections. The semiclassical 
equations are then associated with a variational principle in 
which the Lagrangian is averaged independently over each 
period of the system, in imitation of the double-timing tech­
nique of ever widening application in nonlinear problems." 
These developments are described in Sec. II. 

In Sec. III, we seize upon the properties of the average 
Lagrangian and of the equations of motion to suggest a for­
mally exact definition of a complete set of action variables 
for the system studied. This definition is ultimately seen to be 
physically obvious, and indeed a Legendre transformation to 
the Hamiltonian establishes that the definition is justified. 14 

"'Supported in part by the U.S. Department of Energy. 

The dual significance of the calculations, that they are super­
ficially classical but also represent quantum mechanics 
through the first quantum corrections, immediately yields a 
formally complete set of WKB quantization conditions. 

In Sec. IV, the discussion of connection formulas given 
in our previous work" is both simplified and extended_ Our 
aim is to provide a treatment integral to the whole approach. 
We show by example how this may be done. 

In Sec. IV we prove that the action variables defined in 
Sec. III are classical adiabatic invariants, adapting a method 
of Witham. 1.1 Finally in Sec. VI we record an elementary 
application of the method implied by our approach, which is 
to base all calculations on multiple Fourier series. An Ap­
pendix is included on the connection formula for a particle 
confined to a box. 

II. SEMICLASSICAL LIMIT AND AVERAGE 
VARIATIONAL PRINCIPLE 

We study a system with N degrees of freedom described 
by the Lagrangian 

L (x( I ), ... x(.\'l,x( I ), ... ,XCY l) 

__ L (x,x) = ~x.x - Vex), (2.1) 

where the kinetic energy is written as a scalar product. With 
Ii = I, we have the commutation relations 

[x(l),pV)j =ifj'i, (2.2) 

or 

[xul,[H,xv)]] = 8u, (2.3) 

with 

H= p·x -L. (2.4) 

To be definite we assume that the quantum-mechanical 
system described by (2.1)-(2.4) has only bound states" la­
beled by integers n, ... n,V. Thus 

H In,.··n,) = E(nl, ... n, .. Jln, ... n v)' (2.5) 

The pari tal derivatives 

aE 
(U, = -en) an, (2.6) 
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coincide, for large n with the frequencies of the associated 
classical system. We have shown previously for N = 1 that 
the Heisenberg equation of motion 

[E(n) - E(n + kW<nlxln + k) = (n I ~:In + k), 

(2.7) 

when expanded for large n in powers of n- 1 about the refer­
ence matrix element 

xk(n) <n -1k Ixln + 1k ), (2.8) 

reduces in the first two orders to the equation 

(ktu)'xk(n) = (av) - [F(X)Jk' 
ax k 

(2.9) 

where (u is given by (2.6); if xk(n) is identified as the Fourier 
component of a classical dynamical variable, 

~ -ikfut x(t,n) = L, xk(n)e , (2.10) 

then in the right-hand side Fk is the Fourier component of 
the force. Thus (2.9) is a Fourier component of Newton's 
law. 

The same elementary procedure applies without change 
to the multidimensional case. Thus in terms of the 
definitions 

x~)(n)_<nl - !k1,. .. n/V - !kNlx(I)lnl + !kh ... ,nN + FN) 
(2.11 ) 

we arrive at the semiclassical equations 

(k.w)'x (i)(n) = ( av) . 
k a.x;i') k 

(2.12) 

The most natural way to view Eq. (2.12) is as the N-dimen­
sional Fourier transform of a function of N "times" 

XU)({U1t1, .. .(U.'v.f,,,,n) == k,.s:, x~\n) exp( - ~ kp/j} (2.13) 

or equivalently 

xU)(O,n) = Ix~)(n) exp( - ik·O). (2.14) 
k 

Newton's law follows if we subsequently equate all the times 
[see Eq. (2.19) below]. Adhering in the succeeding discus­
sion to the multiple-time formalism emphasizes our exclu­
sive interest in multiply-periodic solutions. 

Taking Eq. (2.12) as fundamental, we show that there is 
an associated variational principlel6 which will prove useful 
in the seque\. We employ the time average of the Lagrangian 
with respect to N phases, 

1 l2r. r = --, dOL [x(O),w·V gX(O)] , 
(21T)" 0 

N a d 
where, e.g., w'Ve = I --­

i= 1 a( dt 

on functions of the form (2.14). The requirement 

8L=0 

(2.15) 

(2.16) 

(2.17) 

for all trial functions and therefore variations satisfying the 
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periodicity condition 

8x(I)(81 ... 8j+21T, ... 8N)=8x('\81, ... 8N)' allj, (2.18) 

yields, by the standard manipulations, 

aL aL 
(w'Ve) ai(') = ax(I)' 

where 

(2.19) 

i U) = (w· Vo )X(I). (2.20) 

Equation (2.19) is the configuration space transform of 
(2.12). Altenatively, we can insert (2.14) directly into (2.15) 
and carry out the average directly. It then follows that the 
equations 

(2.21) 

accord with Eqs. (2.12). 

To prove this, note that L, by definition, is the constant 
term in the multiple Fourier series for the Lagrangian L. 
Thus, from (2.1) we have 

r = !I (w·k)'xk·x. k - Vo· 
k 

(2.22) 

Here Vo Vis the constant term in the Fourier series for the 
interaction. Therefore, 

(2.23) 

But 

= _L -l-f d 0 v(" x (i)e iP.e) 
ax(i) k (21T)'\ 7 P 

(2.24) 

By inserting (2.24) into (2.23), we see that (2.21) is identical 
to (2.12). 

III. EXACT ACTION VARIABLES 

Further analysis is based on the equations of motion 
(2.12) and (2.21), (the variational principle) and their inter­
play.1t is essential here to recognize a number of properties 
of the equations of motion (2.12) which are completely evi­
dent as soon as one writes them out in detail for a representa­
tive interaction. One may, for example, choose for Va gener­
al multinomial for which the present approach is 
particularly appropriate. 

There are then two natural ways in which to view the 
equations of motion. The first commends itself when interest 
focuses on computing anharmonic corrections about the 
harmonic limit. One would then tend to specify a solution by 
assigning values to N of the Fourier components, most natu­
rally to the set X, -(X\~6o'''X~~)I)' Since these are, in gener-
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aI, complex numbers we have specified 2N integration con­
stants and thus a unique solution to the equations of motion. 
Upon solution the latter now yield the equations 

w = w(x,), (3.1) 

(3.2) 

From the structure of the equations, we recognize that (i) 
special solutions exist with XI a real vector. (ii) let l) be the 
real (phase) vector 

(3.3) 

Then the general solution is obtained from the special solu­
tion with real x, by the replacement 

Xk-Xk exp(ik·l). (3.4) 

(iii) The time averages Land ii are invariant under the re­
placement (3.4). This trivial observation will prove essential 
when coupled with the time independence of H. 

Since we shall be concerned in the sequel with L, ii and 
their relation, we henceforth consider only real xk satisfying 

(3.5) 

We are then ready to consider the second natural way of 
viewing the equations of motion which is more appropriate 
for current needs. For a real solution we need specify only N 
real constants and we do so by "choosing" the vector w, i.e., 
we suppose that (3.1) and (3.2) together can be written as 

xk = xk(w), all k. (3.6) 

This excludes the harmonic limit where, of course, the am­
plitude is independent offrequency, but, although we shall 
not show this in detail, the results of the procedure to follow 
include that limit. Inserting (3.6) into L we have [cf. (2.22)] 

L = L[w,xk(w)] = fL (W.k)2XkoXk - V, (3.7) 
k 

where the sum is over all independent k vectors whose com­
ponents are either positive or negative integers. 

We are finally ready for the essential part of the exer­
cise. We define the action Ji by the formula 

oL 
J i 2rr-, 

O(iJi 
(3.8) 

where the 0 derivative means keep (iJj (}*O and xk fixed. The 
notation a will then mean partial derivative keeping only the 
other (iJj fixed. Thus 

(3.9) 

in consequence of the equations of motion (2.21). On the 
other hand if we calculate Ji from (3.7) and (3.8), we have 
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J i = 2rrI klkow)XkoXk 
k 
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(3.10) 

If we take note of (2.16), Eq. (3.10) implies that 

1 -I -J fUi-(2rr)-'J ow = poX. 
i 2rr 

(3.11) 

Nowsubstitute(3.11)intothetimeaverageof(2.4). This 
yields 

(3.12) 

But (3.12) has the classic form of a Legendre transformation 
from the function L (w) to the function ii (J). It follows that 

(iJ = 2rraii(J). 
I aJi 

(3.13) 

It is well to pause a moment, before drawing the inevita­
ble conclusion from this equation, in order to consider care­
fully its dual significance in the present discussion. (For it is 
this double meaning which renders the consequences ineluc­
table.) On the one hand, we have along the way quietly 
dropped the quantum vector n as a label, since the average 
variational principle can be studied on a purely classical lev­
el. Therefore, Eq. (3.13), if viewed at that level, identifies jj 
as the classical Hamiltonian expressed in terms of action 
variables. Essential to this view is the fact that because H is a 
constant ofthe motion, it can be identified withii! From Eq. 
(3.13), J is identified as an exact action vector. 

At the same time (3.13) is a quantum equation. To see 
this, note that Lbears the same relation to <niL In), the ex­
pectation value of the quantum operator in the state In), that 
Eqs. (2.12) bear to the exact Heisenberg equations of mo­
tion.'·l In the same spirit 

jj = <niH In) = E(n). (3.14) 

Thus Eq. (3.13) must be identical with (2.6), which requires 
that we quantize the action variables J i according to the 
equation 

(3.15) 

when we use fz = 1, and Ci is a constant discussed in the next 
section. 

IV. CONNECTION FORMULAS 

The purpose of this section is to derive the possible val­
ues of the quantum correction constants ci by means which 
are integral to our approach. In our previous work,' we ex­
plained how to do this in the one-dimensional case. We shall 
start the present discussion with a more rigorous account of 
the previous argument. 

Let us examine the quantity J. From (3.10), for the one­
dimensional case 

J (n) = 2rrL k 2(iJ I <n - !k Ix I n + !k) 12 
k 

= 2rr(n + c). (4.1) 

The previous statement was imply (though we did not say it so 
simply) that the structure of the Hilbert space implies that 

J(-!)=O, (4.2) 

which further implies C = !. As we are (and were) well aware 
C = ! does not apply in all cases. It applies only to two-sided 
potentials where V (x) is analytic in x. In the usual language, 
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we must have bounded motion between two linear turning 
points. 

We attempt to translate this language of configuration 
space into an equivalent formulation which yields (4.2). We 
assume that the exact eigenstates In), and energies E (n) can 
be mapped onto a representation 

In) _ .. (~tr 10), 
V n! 

H-E(ii) = E(ata), 

[a,at
] = 1. 

(4.3) 

(4.4) 

(4.5) 

In this representation the original coordinate x is represent­
ed in normal form by the series 

(4.6) 
q,q. 

or, more usefully for our purposes, the equivalent form 

x = I [BA.q(ata),'aq + h.c.] 
A.q 

_(1 + (7 t 

Now evaluate (k > 0), using (4.2), (4.5) 

<nlxln+k) 

=<nlaln+k) 

(4.7) 

= I BA.knA [(n + I)(n + 2) ... (n + k)] 112. (4.8) 
A 

Replacing n_n - !k and comparing with (4.1), we see that 
(4.2) is correct, provided that k is odd in (4.8). 

The restriction to k being odd is possible only if the 
original potential Vex) is symmetric under reflection. For a 
nonsymmetric potential we must examine the hypotheses 
(4.3)-(4.7). The fault can be only with the representation 
(4.7). This raises a question of great interest, but one outside 
the scope of the present investigation (see next paragraph, 
however). First we suggest another mode of thought which 
may suffice for present purposes. Let us suppose that in the 
"correct" version of (4.7) the factor (atai is replaced by 
some function/A (a t a) = h(ii) which is at least finite at 
n = -!. Then we can still prove that xk(n = -!) = 0 for 
odd k, as we have just done. In particular x l ( -!) = O. Now 
consider Eq. (3.2). Since we are dealing, in the usual termin­
ology, with an autonomous system, i.e., one with no external 
sources, if x I ( - !) = 0, then x k ( - !), k=;6= 1, must also be 
zero/rom the equation a/motion which they jointly satisfy. 

To produce a more rigorous discussion than the one just 
given, we would have to start with the canonical formalism 
from the first, defining the Lagrangian L (x,i) as the form 

L (x,i), = pi - H (P,x), (4.9) 

where H (P,x) is a general Hermitian operator in p and x. If H 
is even inp andx, the discussion based on (4.3)-(4.7) is appli­
cable, with minor additions. If H is not even in p and x, we 
must construct a unitary transformation which brings this 
about, namely one which maps the successive eigenstates 
onto states which are successfully even and odd under inver-
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sion. This transformation is the one which cannot be of the 
form (4.7). A second step of bringing this Hamiltonian to 
diagonal form is the one covered by our previous remarks. 

To extend these remarks, incomplete as they are, to the 
multidimensional case would appear to require nothing oth­
er than an extended notation, provided we insist that the 
x(J),ll) form a true representation of the canonical commuta­
tion relations, i.e., their eigenvalues range only the entire real 
line. Thus, in this case we expect to the quantization 
conditions 

Ji = 21T(ni + !). (4.10) 

Of course many applications of interest are not included 
in the previous considerations. One exception is furnished 
when there are infinite potential barriers. For one-sided po­
tentials, in one dimension, where x is confined to the half­
space, we have already given an elementary argument for the 

well-known result which replaces (n + !..)-(n + 2.). The ex-
2 4 

ample of a particle confined to a finite segment, where (n + !.. ) 
2 _en + 1) is reviewed in the Appendix. A second class of 

examples not covered by (4.9) is important if the system sep­
arates or nearly separates in a coordinate system with cyclic 
(angle) variables. We shall postpone discussion of such cases 
to future applications (see Refs. 9 and 10, however). 

V. ADIABATIC INVARIANCE 

We demonstrate anew, again using a method integral to 
the present approach, that the action variables defined in this 
paper are adiabatic invariants. The method of proof is an 
adaptation of that given by Witham. I] Many other ap­
proaches (and more emphasis on rigor than interests us here) 
may be found in the literature. 17-21 

We illustrate the approach using the classic example of 
the simple harmonic oscillator with variable frequency, as 
described by the Lagrangian 

L = !i' - !k (el )x'. 

Let et = r, k (r) = k (r + 21T), 

and 

1 l2;;o 
ko = - k (r) dr, 

21T 0 

We seek a solution of the form l
) 

X(l) = 2x l(r) cosO, 

where 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

By introducing (5.4) into the equation of motion, which for 
solutions of this type may be written 

(5.6) 

and equating to zero separately the coefficients of cosO and 
sinO, we find the equations 

- 0 ~xI(r) + e'a/xl(r) = - k (r)xl(r), (5.7) 
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ar[O,x(T)] + Op,x(T) = O. 

Equation (5.8) implies that if 

J(T) 41T0,x;(T), 

then 

dJ(T) = O. 
dT 

(5.8) 

(5.9) 

(5.10) 

The definition in (5.9) of the (possibly) time-dependent ac­
tion variable is the natural extension of the definition (3.10), 
but we shall deal fully with this point in the subsequent 
discussion. 

We show next that Eqs. (5.7) and (5.10) can be derived 
from a variational principle which involves double averag­
ing. We consider 

(5.11 ) 

since it is implied that we consider trial functions only of the 
form (5.4) and variations of the form 

(5.12) 

which are periodic in 0 for fixed l' and conversely. This suf­
fices to permit us to carry out the integrations by parts and to 
find [cf. (5.6)] 

8£ = -1-fdTfdO ( - 2" )8x = O. 
(21T)2 x 

(5.13) 

Alternatively, we may introduce (5.4) directly into 
(5.11) and carry out the average over O. This yields 

I 127T £ = - dT[ 0 ~Xi(T) + e2 [a,xl(T)] 2 - k (7)xi(T»). 
21T 0 

(5.14) 

Varying with respect to X1(7) yields (5.7), which reduces for 
the time-independent case to the usual equations of motion. 
Varying with respect to Ot yields (5.10) directly. In the time­
independent case, this variation does not yield an equation of 
motion, but reduces rather to the definition of the action 
variable. 

Turning now to the problem studied in this paper, we 
consider the Lagrangian (2.1), except that buried in V (x) is a 
coupling constant, K which now reverts to a function K (el) 
which we take as describing a period that is long compared to 
any of the natural periods of the system. We takex(')(t) in the 
form 

x('l(t) = IX~)(7) exp( - ik.9). (5.15) 
k 

The (N + 1) times averaged Lagrangian finally assumes the 
form, analogous to (5.14), 

1 i21T { £ = - d7 I (a t ·kYXk (7)·Xk (7) 
21T 0 k 

(5.16) 
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Varying with respect to X k ( 7) yields the generalization of 
(5.7). Varying with respect to (at); yields 

d 
-J.(7) =0, (5.17) 
dT 

where 

8£ 
J,(7) = 21T-- = I 41Tk,{k.a t )X k (T)'Xk (7) (5.18) 

8(a t ); k 

is the generalization of the previously defined action 
variable. 

VI. AN ELEMENTARY EXAMPLE 

We examine the problem of coupled oscillators as de­
scribed by the Lagrangian 

L = !(i2 + ]72) - !K1X
4 - !K,JI4 - !Ax2y2. (6.1) 

For A = 0, the large eigenvalues of the quantum problem are 
given by the usual WKB integrals for each degree of free­
dom. At the same time an excellent approximation is pro­
vided by the simplest possible trial functions 

x(t )~2XlO Cos(w111), 

y(t)~2YOI COS(W2t2), 

(6.2) 

(6.3) 

introduced into the average variation principle (3.7). In fact 
we have (A = 0) 

£ L- 2 2 2 2 3 4 3 4 
~ 0 = XJolllJ + YOJ W 2 - "2KIXIO - "2K ,JIOJ' 

which yields the variational equations 

Also 

and 

XTo = wi/3Kl' 

Y6J = w~/3K2' 

(6.4) 

(6.5) 

(6.6) 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6.11 ) 

The quantum replacement is J,----+(n; + !)h. By comparison 
with the exact WKB integral, it can be shown that the nu­
merical coefficients in (6.11) are within 2 % of the exact coef­
ficient and most of the discrepancy is removed by adding the 
third harmonic for each degree of freedom. 22-26 

If A«K J 2 its effects can be treated in first-order pertur­
bation. To (6.4) we add, using the same trial solutions (6.2), 
(6.3), 

(6.12) 
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Equations (6.5) and (6.6) become 

(6.13) 

2 
2 W2 U 2 (6 4) yO! =---xlQ' .1 

3K, 3Kl 

On the other hand the first equalities in (6.7) and (6.S) re­
main valid. Repeating the previous step and always working 
to the first order in A we eventually find 

E (JI,J,) = (4~ r/3+{ (K)/3 'i/3 + KY3 J~/3 

+ ~(KIJI)213(KJ,)2/3»). 
9 KIK, 

The quantum replacement is again J,~(ni + !)h. 

(6.15) 

A more elaborate discussion of this and other examples 
must await a future occasion. 
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APPENDIX 

We study the problem of a particle in a one-dimensional 
box described by the Hamiltonian 

with 

H =!P' + Vex), (Al) 

Vex) = {O, Ixl <a. 
Vo, Ixl>a 

(A2) 

From the equations of motion 

[x,H] = ip, 

fp,H] = - i
dV 

= - i[8(x - a) - 8(x + a)]Vo, (A3) 
dx 

we derive the matrix elements 

(En - Em)xmn = - ipmn' 

(En - Em)Pmn = - 2iVotPm(a)tPn(aH [I - ( - )m +n], 
(A4) 

where tPm(a) is the mth eigenfunction evaluated at x = a. 

For further progress we utilize (reluctantly) the Schro­
dinger equation 

(AS) 

we are interested in the limit Vo,,>En- We thereby derive 

~[tP~(x)tP:,,(x) - 2VotPn(x)tPn(x)] = 0, (A6) 
dx 

or, for x--a + 0, 

2VotPn(a)tPm(a) = tP~(a)tP:,,(a). (A7) 

Thus (A4b) becomes 

(En - Em)Pmn = - itP~(a)tP:,,(aH [I - ( - )m + n] 
(AS) 
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and we may now take the limit Vo-- rIJ • 

In this limit (Pmn = - Pnm) 

Em = - !IP~n = !tP:"(a)I xmntP~(a) 
n n 

= !a[tP~(a)]', (A9) 

combining (A4a) and (AS), utilizing the expression 

I XmntP~(a) = atP~(a), (A 10) 
n 

which follows from differentiating with respect to a the 
expression 

(All) 
n 

and then taking the limit Vo--rlJ, tPn(a)--O. Inserting the 
"answer" 

tP:"(a) = ~ (m + 1)1T 
Va 2a 

verifies that 

(AI2) 

(m + 1)21T' 
Em = Sa' (AI3) 

What interests us particularly and was the stimulus for 
the exercise above is the computation of the semiclassical 
phase integral. A form particularly convenient for present 
purposes and equivalent to (3.10) is 

J = - I [Pk(n)]' 
k w(n) 

(AI4) 

where (k is odd) 

hen) = <n - !k Ipln + !k). (AIS) 

Inserting (Al2) and (AI3) into (AS) and evaluating for m 
and n given the values required by (A 15), we find 

[en + I)' - !k'] 
a k (n + 1) 

i 
~ - -en + I) (WKB) 

ak 

This yields for (A14), summing standard series" 

(AI6) 

J = 21T(n + 1)( f ~ ~) = 21T(n + 1). 
k(odd) ~ ~ DC 1T k 

(AI7) 

The conclusion is that to apply WKB to the particle in a 
box, we must use the formula (A 17). It is a bonus that (A 17) 
yields the exact eigenvalues. 

We add a second, more elegant derivation of (A 17). The 
general method of this paper gives in place of (A 17) 

J = TPdX = 21T(n + c), (A1S) 

c to be determined. Consider next the same problem, except 
that O,;;;x';;;a. By reflecting the potential with respect to the 

A. Klein and C.-T. Li 577 



                                                                                                                                    

origin as we did for the one-sided potential, we obtain 

2f pdx = 2J = 21T(2n + 1 + c), (AI9) 

where J is the action for the unreflected problem and the 
right-hand side records the fact that we want only the odd 
wavefunctions of the reflected potential. (A 19) reads 

J = 21T[n + ~(c + 1)]. (A20) 

However, the two problems referred to in (AIS) and (AI9) 
are related by a scale transformation which, as a canonical 
transformation leaves the action invariant. Thus comparing 
(A IS) and (A20), we have 

c = ~(l + c)---+e = 1. 
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Gribov degenracies: Coulomb gauge conditions and initial 
value constraintsa) 

Vincent Moncrief 

Department of Physics, Yale University, New Haven, Connecticut 06520 
(Received 2 J July 1978) 

We discuss, using suitable function spaces, several features of the Gribov degeneracies of non-Abelian 
gauge theory. We show that the set of degenerate transverse potentials can be expected to fill entire 
neighborhoods in the space of transverse potentials. Specially we show that if a transverse potential a, 
sufficiently near a = 0 has a Gribov copy ao then in fact there is a whole neighborhood of ao (in the 
transverse subspace) filled with Gribov copies of transverse potentials near a,. This means that degenerate 
potentials can be expected to have nonvanishing measure in path integral quantization. We also show how 
the breakdown of the canonical technique for solving the initial value constraint equations can be 
circumvented by using a covariant, non canonical decomposition of the space of electric fields. We prove 
that the constraint subset of phase space is in fact a submanifold and establish a potentially useful 
orthogonal decomposition of its tangent space at any point. 

I. INTRODUCTION 

Gribov1,2 has recently discussed two problems associat­
ed with the quantization of non-Abelian gauge fields: 

(i) degeneracies of the Coulomb gauge conditions and 

(ii) breakdown of the canonical technique for solving 
the constraint equations, 

He displayed examples of (i) by finding pairs of distinct 
transverse potentials which are gauge equivalent. He also 
showed that an orbit of the gauge group may intersect the 
transverse subspace non transversally-by having one or 
more dimensions of tangency to the transverse space at a 
point of intersection. This second (local) degeneracy prob­
lem occurs whenever a certain elliptic differential operator, 
defined for each transverse potential, admits a nontrivial 
kernel. Its occurence signals the onset of problem (ii) since 
the canonical procedure of solving the constraints for the 
longitudinal part of the electric field requires inversion of 
this same elliptic operator. In this paper we shall discuss 
both problems (i) and (ii) within the setting of suitably cho­
sen function spaces (the weighted Sobolev spaces of Niren­
berg and Walker3 and Cantor4-6). These spaces have already 
been used by Cantor6 and by Choquet-Bruhat, Fischer, and 
Marsden' to solve several outstanding problems in general 
relativity. 

In path integral quantization the Gribov degeneracies 
are probably important only if the degenerate potentials fill 
out some open set in the space of transverse potentials. Only 
then could one reasonably expect them to have nonzero mea­
sure in the functional integration. This point has been em­
phasized by MacDowell8 whose remarks motivated much of 
the present work. We show that if the classical vacuum (zero 
potential) or any other transverse potential al sufficiently 
near the vacuum is gauge equivalent to some distinct trans­
verse ao, then there is a whole neighborhood of ao (in the 
transverse subspace) filled with Gribov copies of transverse 

a'Research supported in part by NSF Grant No. PRY 76-82353. 

potentials near a,. The particular examples discussed by Gri­
bov do not suffice to prove the existence of such a neighbor­
hood of degenerate potentials since Gribov's potentials ao 
decay too slowly to lie in the function spaces considered 
here. Lacking a particular example, we can nevertheless con­
clude that either such degenerate pairs (ao,a l ) do occur, in 
which case whole neighborhoods of Gribov copies occur, or 
else there is a whole neighborhood of transverse potentials 
near the classical vacuum which admit no Gribov copies at 
all (even outside the neighborhood). 

The difficulty in solving the constraints [problem (ii) 
above] is related to the Coulomb gauge conditions only indi­
rectly. The standard transverse-longitudinal decomposition 
ofthe electric field e, which is motivated by considerations of 
the Coulomb gauge, leads immediately to the elliptic opera­
tor mentioned above. However, the solution set of the con­
straint equations can be discussed more conveniently with a 
covariant (but noncanonical) decomposition of e. We dis­
cuss this decomposition and establish the existence (for all a) 
of the operator 9' 0' which projects e to its covariantly trans­
verse component (i.e., to a solution of the constraints). By 
extending this approach slightly we show that the solution 
set of the constraint equations, regarded as a subset of phase 
space, is in fact a submanifold. We give a potentially useful 
L2 orthogonal decomposition of the tangent space of phase 
space at any point (a,e) of the constraint submanifold. This 
splitting entails a subspace orthogonal to the constraint sub­
manifold and two mutually orthogonal subspaces tangent to 
the constraint submanifold, one of which is tangent to the 
gauge group orbit through (a,e). This result extends to 
Yang-Mills theory a decomposition given elsewhere for Ein­
stein's equations. 9 We briefly discuss some possible exten­
sion of this geometrical approach to Yang-Mills theory. 

Our discussion of gauge degeneracies is limited to the 
Coulomb gauge conditions as originally discussed by Gri­
bov. A recent paper by SingerlO shows that, at least for those 
potentials which can be conformally mapped toS 3, there are 
Gribov degeneracies for any conceivable set of gauge condi­
tions. Singer shows that there is no regular choice of gauge 
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possible at all. Thus for fields with suitable asymptotic con­
ditions one cannot simply discard the Coulomb conditions 
and expect an alternative set of gauge conditions to solve the 
Gribov problem. Other recent studies of the Gribov problem 
have been given by Bender, Eguchi and Pagels, II Peccei,12 
Jackiw, Muzinich, and Rebbi," and Ademollo, Napolitano, 
and Sciuto.14 

II. MATHEMATICAL PRELIMINARIES 

The function spaces we shall consider are the weighted 
Sobolev spaces of Nirenberg and Walker' and Cantor:-6 

These are Banach spaces of functions from 11\111 to 11\" (where 
m = 3 in our case) with the norm 

IVllp.,.1> = IIIa" T I>D 'j'll/, 
(l. 0" \ 

where 1 <p < 00, 8E1I\, s is a nonnegative integer, and 
a(x) = (1 + [XI')'12 and II IlL, is the usual Lp norm (on 11\3), 

IVIIL,. = (Id 'x II I 1') ]/1'. 

Following Cantor, we shall designate these spaces as 
u((~,/i(RJ,lIr) or simply .I1p"f>' With a suitable choice of n, we 
can define ./((~.D spaces of potentials a = ! a~a) 1 for any de­
sired gauge group. Similarly we can define spaces of conju­
gate potentials (i.e., electric fields) e = ! ~)J and model 
spaces for the gauge transformations U (UI), Some specific 
choices for these spaces are discussed below. 

The elliptic operators that we shall encounter are all 
related to the Laplacian L1 (and in fact reduce to it in special 
cases). In three dimensions the Laplacian can be shown"s to 
define an isomorphism from. tt~,1> to .lIP, 2,h + 2 for s;;;,2, 
p> 3, and 0,;;;8 < 1 - 31p. The space. II~.I> contains functions 
Iwith the asymptotic behavior 

1 
I Ixll> 1 ,. I VI" 

1 
DI----,-, .. ·, Ix I,) , \ i , 1- VI' 

Df 1 
I X II> ~ , , f + 311' 

for any number € > O. Thus for all 1 <p < 00 and all 8;;;,0 the 
functions in . (I ~,h vanish at infinity. 

The gauge transformations are most naturally de­
scribed as cross sections of a principal fiber bundle defined 
over a spacelike hypersurface of spacetime with fibers which 
are isomorphic to the gauge group (assumed here to be com­
pact and semisimple). The set of such cross sections with 
suitable differential and asymptotic properties can probably 
be given the structure of a (nontrivial) Banach manifold 
modeled on an. 4Ir:",) space. Rather than attempt such a con­
struction we shall take a more naive approach and parame­
trize the gauge transformations (nonuniquely) by elements 
in a Banach space of (Lie algebra valued) functions by adopt­
ing the exponential from 

U (~) = exp(iUl(a)8 J, 
where 8a are Hermitian generators of the gauge group and 
l1/ a

) are functions in a suitable .1Ir:,.,) space. 
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We let :§ be ag-dimensional compact, semisimple Lie 
group and! 8a J, a = 1, ... g, be Hermitian generators of a 
unitary representation of ,cg. 

( 8",8,,] = iC ~'Je('. 

The gauge potentials may be regarded as Lie algebra valued 
I-forms defined over a fiat, spacelike hypersurface Sand 
written as 

The gauge transformations of a have the standard form 

ii' = U(;)oU' I(;) + iU(;)d(V'I(;», 

where 

U (;) = exp(iUl(a)8 a) 

and 

d (V 1(;» = [ap-I(;)]dxi. 

The electric potentials conjugate to a can be regarded as a 
Lie algebra valued vector field over S and written as 

- i(a)8 a i 8 a e=e -=e -
a axi (a) a axi 

(we assume a basis for the Lie algebra in which C%c is com­
pletely antisymmetric; the Cartan metric is 8 ab so that group 
indices can be freely raised and lowered), The covariant from 
of e is 

e = da
)8adx i = ei(a)8adx i, 

where e)o) = ei(a) in the Cartesian spacial coordinates on RJ 
which we shall use throughout. 

III. GAUGE DEGENERACIES 

For a fixed choice of s;;;,2, 8;;;,0, and p > 3 let d be the 
space oLIIP, \,8+ I gauge potentials a over S (11\1 with Eu­
clidean metric 8i) ~d let n be the space OLt'l~,8 (Lie algebra­
valued) functions UI over S. The gauge transformations of 
elements a of ,C/ induced by elements; of n define a map 

/7 :.(f Xn~,rf, 

(a,;)~U(;)iiU'I(;) + iU(;)[dU-I(;)], (3.1) 

where 

U (~) = exp(i;). (3.2) 

Thus ,,/ (a,;) is just the gauge transform of a by U (;). For 
convenience we also define for any fixed ;;)oEn the map 

,7,~;,,:,# Xn-~.r!, 

(a,;)-~U (;)U (;o)aU-I(;o)U-I(;;) 
+ iU (;;)U (;o)[d (V'I(;O)U·I(;;))], (3.3) 

which is equivalent to 

Y;o(a,;) = ,7(.'7(a,;o),;) (3.4) 

by the group property of gauge transformations. 

Now let ~ be the space oLU'r:, 2,8 + 2 (Lie algebra val­
ued) functions on S and define the map 

8.';- ;;;,:s:! Xn-~, (a,;)-b,[5';o(a,;)], (3,5) 
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where 8· is the usual Euclidean divergence operator (i.e., in 
Cartesian coordinates 8·'; = a,bJ 

Define the transverse space .# T by the standard Cou­
lomb gauge conditions 

.wT = ! aE.af 18.a = 0]. (3.6) 

For p > 3, s;;;.2, and 0.;;8.;; 1 - 3/p (which we shall hence­
forth assume) a decomposition result of Cantor (Theorem 3 
of Ref. 4) shows that .#T is a closed subspace and thus a 
submanifold of .#. One might propose, by analogy with the 
Abelian case, that .01 is something like a principle fiber bun­
dle with fibers given by the orbits of the gauge group action 
(3.1) and admitting .afT as a global cross section. Then .af T 

would be a suitable reduced configuration space for the dyn­
amics. Gribov's examples show, however, that this picture 
cannot be right since they reveal some orbits which intersect 
the transverse space more than once. The simplest examples 
considered by Gribov decay too slowly to lie in the spaces 
considered above. He argues, however, that more rapidly 
decaying examples also exist and outlines a method for con­
structing some spherically symmetric ones. 

Let ao and al be two distinct elements of .#T such that 
there exists an ~oEfl for which al = .7(ao,~o). Thus ao and a, 
are by assumption gauge degenerate transverse fields, and 
we can also write 

(3.7) 

We wish to determine whether there is a neighborhood 
· I'(ao) of ao in .cf such that for each as1/(ao) there is a 
solution ~(a) (near ~ = 0) of 

8/7 ;;;,,<a,~(a») = 0 (3.8) 

[i.e" whether each a sufficiently near ao is gauge equivalent 
to a transverse potential near a l = Y;;;,,(ao,O)]. If such an 
· V(ao) exists then, in particular, every transverse potential in 
· J"(ao)n.of l' is "copied" by a gauge equivalent transverse po­
tential near a,. 

The problem formulated here is thus to determine 
whether the equation 

8,7-(a;) = 0 
OJ" ' 

(3.9) 

defines ;(a) implicitly in some neighborhood of the particu­
lar solution (ao,;(iio) = 0). The implicit function theorem as­
sures the existence and uniqueness of such a function ~(a) 
[on some neighborhood of (O'o,O)E.W X il} provided the linear 
operator 

D;;;8.7 ;~.cao,O):, -I(P,,/j--+.4~ _ 2,D + 2' 

;'--+8.!d;' + i[;',Y(ao,;o)]J 

= Ll;' + i8·([;',a,)) (3.10) 

is an isomorphism. This operator is the derivative of the 
function 8Y;;;,(O',;) with respect to ~ at (a,;) = (ao,O) and 
represents the divergence of the infinitesimal gauge transfor­
mation of a, = Y(ao,;o) induced by ;'.It is the same opera­
tor considered by Gribov in a different connection. (Gribov 
argued that if Ll + i8·[ , aI] has a nontrivial kernel at some 
aIE.#T, then the gauge group orbit through al has some di-
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rections of tangency to .af T at a I' This suggests a local break­
down of the Coulomb gauge conditions near al') 

From Cantor's result4
,5 one knowns thatLl is an isomor­

phism between the spaces considered. Thus, if al = 0 is 
gauge equivalent to some nonzero aoE.#T, there is a full 
neighborhood of ao in .afT of transverse degenerate poten­
tials (i,e., gauge equivalent copies of transverse potentials 
near a, = 0). We remark, however, that the explicit example 
of Gribov of a transverse potential degenerate with al = 0 
decays too slowly to lie in the function spaces used here. 

We can extend the above result by showing that the 
operator Ll + i8·([ , a]) is an isomorphism on some neighbor­
hood of a, = 0 in ,011'. First note that for iiE,af T the coordi­
nate expression for this operator is 

! Ll~ + i8.([;,al) J a = LlUJa 
- cpfIrapil. (3.11) 

Since Ll is a homogeneous second order elliptic operator with 
constant coefficients and since the coefficient of the first or­

der term is contained in JI~ __ I,D + 1 (and therefore in 
j(~ _ 2,1 since 8;;;.0) we can apply a result of Cantor (Theo­
rem 2.8 for Ref. 5) to conclude that for s> (3/p) + 2 the 
operator 

.0} ,,:, ~~,D--+'~~ -. 2,/j + 2 

given by 

Ii' a = Ll + i8.([ ,a]) 

(3.12) 

(3.13) 

is, for each aE.w T
, a continuous map with closed range and 

finite dimensional kernel. Furthermore, there is an t: > 0 
such that whenever 

(3.14) 

then 9 ii is an isomorphism of JI~,/j and ~I(P' _ 2,0 + 2' An­
other condition which ensures that 9 a is an isomorphism is 
the existence of a continuous curve e on [0,1] into the space of 
bounded linear operators between .4~,/j and JI~ __ 2.0 + 2 such 
that c(O) = Ll and c( 1) = 9 a and e(t) is an injection for all 
tE[O, 1]. A potential application ofthe second criterion would 
be to the curve!:iJ ii(A ) with ii(A ) = Aa. If !:iJ O'(A ) has trivial 
kernel for AE[O, 1], then 9 a is an isomorphism by Cantor's 
theorem. The first criterion assures us that, for all aE.afT 

sufficiently near a = 0, g a is in fact an isomorphism. 

We conclude that if either a = 0 or some transverse al 
sufficiently near a = 0 has a Gribov copy ooEcafT (where 
O'o=FaI), then in fact there is a full neighborhood ./V(ao) of aD 
such that every element in .A''(iio)n.elT is copied by a trans­
verse potential near al • To show explicitly that this phenom­
enon occurs, one could try to exhibit a transverse copy of 

a = 0 (lying in ./I(~ _ 1.0 + 1) or to show that potentials arbi­
trarily near a = 0 admit Gribov degeneracies. Alternatively 
one could try to find an aIEs/ T which admits a Gribov copy 
and for which there is a continuous curve of operators 
g O'(A) from 0'(0) = OtoO'(1) = a, which is injective for each 
AE[O,I]. Any example of this sort would extend to a full 
neighborhood of degenerate potentials. The degeneracies 
found explicitly by Gribov all involved highly symmetrical 
gauge transformations. To find a transverse potential in 
~p, .. 1..5 + 1 which is degenerate with a = a (the simplest 
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choice) might require a nonsymmetrical gauge transforma­
tion lying outside the scope of Gribov's ansatz. 

We can summarize our results as follows. There is a 
neighborhood !!2 of a = 0 in d T such that either each gauge 
group orbit intersecting f!2 intersects d T at one and only 
one point or else there is an aor/; f!2 and a neighborhood %(ao) 
of ao such that each aEJV(ao)nd T is degenerate with some 
transverse a near a = O. One can think of the gauge group 
orbits spraying out of f!2 and either 

(i) never reintersecting d T or else 

(ii) covering a whole neighborhood%(ao)nd T of some 
transverse aor/;f!2 . 

IV. GEOMETRY OF THE CONSTRAINT SUBSET 

A standard technique used to solve the constraint 
equations 

=0 (4.1) 

is to decompose e into a divergence free term e. and a gradi­
ent. One substitutes e = e. + dip (where 8·e. = 0) into Eq. 
(4.1) to get 

LlfP (a) - C'PiJfP (fi»a)Y) = C'Py(e.»)p)a)Y) (4.2) 

and attempts to solve for if5. However, as Gribov showed, the 
operator on the left hand side is not invertible for arbitrary a. 
In particular, if aEdT

, then the gauge group orbit through fi 
may have one or more dimensions of tangency to d T and 
this implies a nontrivial kernel for the operator in question. 
Such local degeneracies of the Coulomb gauge condition 
have also been discussed by Bender, Eguchi, and Pagels, 11 by 
Peccei,12 and by Jackiw, Muzinich, and Rebbi. 1J 

The above difficulty in solving the constraint arises only 
because of an inconvenient choice of decomposition for e. A 
more natural decomposition which leads to a globally valid 
solution of the constraints may be obtained as follows. Let 
if be the J(~./i space of Lie algebra valued functions on JR J 

with the restrictions 

p> 3, 8 + 3Ip;;;.!, 

(4.3) 

s;;;.3, 0.;;;8 < 1 - 31p. 

Let ~ be the space of J(~ _ 1,/i + 1 electric fields e and d be 
the space of J(f _ 1,/i + 1 vector potentials a on JR3. The condi­
tions (4.3) are more restrictive (for d) than those considered 
in Sec. II. The present restrictions require both a and e to 
decay as 1I1x1 312 + € and thus to be square integrable. Aside 
from mathematical convenience there is some physicaljusti­
fication for the added restriction. It assures the convergence 
of all the Poincare group generators which thus become 
well-defined real valued functions on d X ~. It also assures 
the convergence ofthe Yang-Mills charges defined on the 
constraint subset ~ -1(0) of d X ~. These charges Q (a) are 
given by the Gaussian flux integrals 
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Q (a) = r d JX(J.e~a», 
JR' 

which on ~-1(0) are expressible as 

Q(a) = r dJx(C'P~)p)a~Y». Jw 
These integrals converge for all (fi,e)Es1' X go. 

For any aEd we define 

ip-&J fi·if5 = d if5 + i[ if5 ,fi] . 

(4.4) 

(4.5) 

(4.6) 

[Lemmas (3) and (4) of Ref. 6 are particularly useful in veri­
fying properties of the maps considered in this section.] The 
formal L2 adjoint operator &J ~ is given by 

.W ~j = - 8j - irj.,a] 

(4.7) 

and we note that the constraint equations are equivalent to 

&J;.e = O. (4.8) 

We attempt to decompose an arbitrary eEJf~ _ 1,/i + 1 as 

e = eT + &J a'¢, 

where e T is covariantly transverse 

\la·eT = - .w;·eT = 0 

(i.e., satisfies the constraints). 

Applying &J; to Eq. (4.9), we get 

&J ~.e = (&J ~. &J a)·if5 

and wish to show that 

is an isomorphism of J(~,/i and J(~ _ 2./i + 2 for all 
fiEJf~ _ 1,Ii + I' This will ensure that 

g; a 1+ YJ (].Ll a- I.&J~ 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

is a globally defined projection operator onto the (convar­
iantly) transverse space for each fi. Given such an operator, 
we can project an arbitrary pair (fi,e)Es1' X go to a solution 
(fi,e 1) of the constraints by setting 

(fi,eT
) = (fi,9; aeJ. (4.14) 

To prove that Llfi is an isomorphism for every 
fiE.4~ _ 1,1> + I' we appeal to the elliptic results of Cantor:" 
Written explicitly, Llfi if5 is 

Llfiif5 = [ + LlfP (a) - C 'PA{fP (fi)a)Y» 

_CUa\Y)Jm(fi)+C a Cf3 p (Y)a\v)mV-<)j8, (4.15) f3r'l IT f3y 1'-' I I T a 

This is a second order linear elliptic operator with a highest 
order term which is elliptic with constant coefficients (name­
ly the Laplacian). The coefficients ofthe first order terms are 
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contained in Jlf _ 1,8 + 1 and thus in Jlf _ 2,1 for 0>0, The 
coefficients of the zeroth order terms are contained in 
JI'; _ 2,2' It follows [from Theorem (1.4) of Ref. 6] that 
Aa---df.r-+JI'; _ 2,8 + 2 is a continuous map with closed range 
and finite dimensional kernel. Furthermore, Aa will be an 
isomorphism if there is a continuous curve c(A ), AE[O, 1], in 
the space of bounded linear operators from 

JI';,8 to JI'; _ 2,8 + 2 for which 

c(O)=A, c(l)=A" (4.16) 

and c(A ) is an injection for all AE[O, 1]. Here A = Ao is the 
Laplacian which is known to be an isomorphism ofthe given 
spaces by Theorem (2) of Ref. 4. To display such a curve, we 
take, for any aEd, 

c(A) = Aa(A) (4.17) 

with a(A) = Aa. We must show that Aa is injective for any 
aE.if. 

Suppose qJEker..da. Then 

A a¢ = - 8J * a' 8J a¢ = 0 

and thus 

(4.18) 

= ( dJx[ -O·(qJ·8Ja¢) + (fJJa¢)·(fJJa¢»). (4.19) 
JR' 

The first term in the last integral may be reexpressed as a 
surface integral using Gausss' theorem. However, since 

ifJE~ decays faster than 1IIxll12 and fJJ a¢EJlf _ 1,8 + 1 de­
cays faster than 1I1x13l2, the vector (ifJ·f!jJ aifJ) decay faster 
than 11 1 x 12 and so has vanishing flux over the sphere at infin­
ity. Therefore, any ifJE kerAa must satisfy 

fJJ~=O ~~ 

or 

(4.21) 

Contracting this equation with 'P (a) = 'P(a) and using the to­
tal antisymmetry of e PY' we get 

O - a (a) - 1 a ( (a» 
- 'P(a) lP -"2 i 'P(a)'P . (4.22) 

Thus'P (a)'P(a) is a constant which, since ifJEJlf8 must vanish 
asymptotically and therefore everywhere. It follows that 
ifJ = 0 and thus that Aa has trivial kernel. It follows from 
Cantor's theorem that Aa is an isomorphism for all a and 
thus that the projection operator g; a is well defined for all 
aEd. The decomposition (4.9) is quite analogous to one 
used by York1s and O'Murchadhal6 and CantorS to solve the 
momentum constraints in general relativity. The existence of 
nontrivial solutions to the equation 81J ii ¢J = 0 is equivalent 
to the existence of a gauge symmetry of a (i.e., a one-param­
eter family of gauge transformations which leave a fixed). I? 

The above argument shows that nontrivial generators of 
gauge symmetries cannot vanish asymptotically and thus 
cannot belong to Jlf,8' 

We can now apply the techniques developed for general 
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relativity by Fischer and Marsden1s
-

2o to show that the con­
straint subset is a submanifold of the phase space d X 1&'. Let 

be the constraint map given by 

'If (a,e) = - \1 ii·e = f!jJ ;.e. 

(4.23) 

(4.24) 

To show that the constraint subset Cff - 1(0) is a submanifold 
of d X I&' through any (a,e)ECff - 1(0) we shall show that the 
linearized constraint [i.e., the derivative DCff (a,e) of Cff at 
(a,e)] given by 

DCff (a,e):Jlf _ 1.8 + 1 XJlf - 1,8 + l----.vRf - 2,8 + 2' 

(a' ,e')----.f!jJ ;.e' - i[ e.,a') (4.25) 

is surjective and has splitting kernel (see Refs. 21 and 22), 
That DCff (a,e) is surjective follows at once from the fact that 
A a = - fJJ;. fJJ ii is an isomorphism; fJJ; maps the range of 

8J a onto JI'; _ 2,8 + 2' 

To show that DCff (a,e) has splitting kernel, we establish 
the L2 orthogonal decomposition of the tangent space 

TCa.e),r# X I&' = kerD'if (a,e) 

Ell rangeDCff (a,e)*, (4.26) 

where DCff (a,e)* is the formal L2 adjoint of DCff (a,e) given by 

DCff (a,e)*:vRf8----'vR'; _ 1,8+ I XvR'; _ 1,8 + I> 

¢'----.[ + i[¢,e]; - f!jJ a¢"l 

= [ - e a ·J·(J3Vy)e dXi. - [a.·J•ca) - e a ·J,(J3)a(y»)e dxiJ 
{3y'l-' 1 a' 1'1-' {3y'l-' 1 a . 

(4.27) 

Let (a',e') be any element of 

TCii,ejd X I&' ;::;;vRf _ 1,8 + I xJlf _ 1,8 + \. We shall show that 
there is a unique splitting 

(a' ,e') = (a* ,e*) + DCff (a,e)*'¢' 

(a* ,e*)EkerDCff (a,e). 

Acting on Eq. (4.28) with D(G'(a,e), we get 

D((J (a,e)·(a' ,e') = DCff (a,e).DCff (a,e)*.¢. 

(4.28) 

(4.29) 

Since the left-hand side is contained in Jlf _ 2,8 + 2' we need 
to show that the operator DCff (a,e)·DCff (a,e) * is an isomor­
phism of Jlf8 and vRf _ 2,8 + 2' This operator is given explic­
itly by 

DCff (a,e)·DCff (a,e)*.¢" 

+ f}J ;.fJJ ii¢ - [e·, r ¢',e]J 
= - A-;;; - e a e v .J.(f3le<Y)eCp)e (4.30) aCf' By a/-L'r 1 I V· 

As this differs from - Aa only in its zeroth order term 
which lies in vR'; _ 2,2 we can argue as before using the curve 
of operators 

c(A )=DCff (a(A ),e(A »·DCff (a(A ),e(A »*, (4,31) 
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where 

AE[O, 1], (a(A ),e(A » = (Aa,Ae), 

c(O) = -A. (4.32) 

Since c(O) is an isomorphism, we need to show that D~ (a­
,e).D~ (a,e)* is an injection for arbitrary (a,e)E.if X ~. As­
suming ¢ to be in its kernel, we get 

1 d lX[ - 8.(¢.9J ii¢) + (flJ ii¢HflJ ii¢) 
IR' 

+ ea e a ./.(v).I.<]3)e(YV,!')] 
f3y Viler' er' , , (4.33) 

=0. 

The first term (which converts to a surface integral) vanishes 
as before and the remaining terms are at least positive semi­
definite. It follows that ¢ must be in the kernel of !J?) ii and 
thus vanish identically as we showed previously. 

The L2 orthogonality of the summands in Eq. (4.24) 
follows from the identity 

I,d lx«ii',e');D'f!:(ii,e)*.¢) 

= r d lX( a'.i[~e] - e'·flJ ii¢] 
JR' 

= r d lX( - 8.(¢.e') + ¢.D'f!: (a,e).(a',e')]. 
JR' (4.34) 

Since (fe') = tf(ui,;u)dx' decays faster than 1!\x\2, the 
boundary integral vanishes giving 

r d lx«ii', e');D YS' (a,e)*.Iji) 
J~, 

=1 d1x[¢.D'f!:(a,e).(a',e')], 
IR' 

(4.35) 

which vanishes if (a',e')EkerD'f!: (a,e). This completes the ar­
gument that 'f!: - 1(0) is a submanifold of .if X ~. 

We can refine the decomposition of T(a,e) .if X ~ by 
splitting kerD'f!: (a,e) into a subspace tangent to the gauge 
group orbit through (a,e) and a complementary (L2 ortho­
gonal) subspace. We wish to establish the splitting 

kerD'f!: (a,e) = (kerD'f!: (a,e)nkerD'f!: (a,e)oJ) 
Ell rangeloDCC(a,e)* (4.36) 

for all (a,e)E'tfi - 1(0). Here J is the symplectic matrix 

(4.37) 

and the second summand on the right of Eq. (4.36) repre­
sents the tangent space of the gauge group orbit through 
(a,e). This identification follows from the observation that 

(4.38) 

where the two slots are just the infinitesimal ~uge transfor­
mations of ii and e respectively generated by tf. It is straight­
forward to check that 

rangeloD'f!: (a,e)* C kerD~ (a,e) (4.39) 

for all (a,e)E~ - 1(0). This is simply the statement that in­
finitesimal gauge transformations satisfy the linearized 
constraints. 
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Suppose that (a*,e*)EkerD~(a,e). We wish to show 
that there is a unique ?/EJt~t! and a unique (a**,e**) 
E(kerD~ (a,e)nkerD~ (a,e)oJ) such that 

(-*) (-**) ;* = ;** + JOD'f!:(ii,e)*'¢' 

Applying D'tfi (a,e) oJ to this equation gives 

[DCC (ii,e)oJ ].(a* ,e*) 

= - D'tfi (a,e)·D'f!: (a,e)*.~ 

(4.40) 

(4.41) 

which we must solve for Iji. Since we have taken both .if and 
~ ;:;;:,..ff~ _ 1,t! + 1 the source term on the left lies in 
..ff~ _ 2,{j + 2' Furthermore, we have already shown the 
D'f!: (ii,e).D~ (ii,e) * is an isomorphism of ..ff~ _ 2,6 + 2 and 
..ff~,{j so a unique solution Iji always exists. The L2 orthogona­
lity of the summands in Eq. (4.36) follows as before since 

r dlx((a*,e*);JoD~(a,e)*.¢» 
JR' 

= 1 d lX( + 8.(¢.a*) - if;. [(D'f!:(ii,e)oJ).(a*,e*)]J. 
R' 

(4.42) 

The first term on the right vanishes by Gauss' theorem and 
the fact that (Iji.a*) = tf(a)a;a)dx i vanishes faster than 1!\xI 2• 

The second term on the right vanishes whenever (a* ,e*) 
EkerDCC (a,e) oJ proving the desired result. 

We can summarize the two decomposition results for 
.if X ~ =..ff~ _ 1,6 + 1 x..ff~ _ I,ll + 1 with the formula 

T(a,e)d X ~ = [kerDCC (a,e)nkerDCC (a,e) oJ ] 

Ell rangelo D'f!: (a,e) * 
Ell rangeD'f!: (a,e) * 

for any (a,e)E'G' - 1(0). 

(4.43) 

The three summands are L2 orthogonal; the second 
summand represents the tangent space to the gauge group 
orbit while the first represents the orbit's orthogonal com­
plement in kerD'f!: (a,e). The corresponding decomposition 
for gravitational perturbations (on compact hypersurfaces) 
was given in Ref. 9. 

The gauge transformations U (ill) act on d X ~ by 
sending 

(4.44) 

e_U(w)eU-1(w). 

The infinitesimal form of this action is given in Eq. (4.38). 
This group action restricts to the constraint submanifold 
'f!: - 1(0) since, as is well known, the gauge transformations 
(4.44) preserve the constraint equations [see Eq. (4.39) for 
the infinitesimal form of this result]. It is therefore natural to 
contemplate making a further reduction of the constraint 
submanifold by dividing out the gauge group action. Mars­
den and Weinstein23 have a general method for reducing 
symplectic manifolds on which there is a suitable group ac­
tion and for studying the geometry ofthe resulting quotient 
space. Clearly a symplectic manifold on which the con-
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straints are trivial and the gauge transormation have been 
factored out would provide a natural setting for the Hamil­
tonian dynamics of Yang-Mills fields. 

The symmetries of Yang-Mills fields on spacially com­
pact manifolds have been extensively studied by Arms.24 She 
presents a decomposition of the electric field of which ours is 
the noncom pact extension. She also allows for coupling to 
the gravitational field. It would be interesting to consider the 
problem of gauge degeneracies in this more general setting 
since ultimately one wants to quantize this fully coupled 
system. 
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Quartic trace identity for exceptional Lie algebrasa) 
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Let X be a representation matrix of generic element x of a simple Lie algebra in generic irreducible 
representation I A I of the Lie algebra. Then, for all exceptional Lie algebras as well as A, and A" we 
can prove the validity of a quartic trace identity 

Tr(X') = K(A)(Tr(X')]', 

where the constant K (A) depends only upon the irreducible representation I A I, and its explicit form is 
calculated. Some applications of second and fourth order indices have also been discussed. 

1. INTRODUCTION AND SUMMARY OF MAIN 
RESULTS 

Let 9 stand for any of the simple Lie algebras A" A" G" 
F4 , E 6, E" and E8 over the complex number field. Let X de­
note a representation matrix of the generic element x of any 
of these algebras in any given irreducible representation [A ]. 
The main purpose of this note is to prove the validity of the 
quartic trace identity, . 

TrX4 = K (A )(TrX')', 

K (A - d (,.1,0) (6 _ 1,(,.1,0) ) 
)- 2[2+d(Ao)]d(A) 1M)' 

(Ll) 

(1.2) 

where [AD] designates the adjoint representation and where 
d (A) and 1/,.1,) are dimension and eigenvalue of the second­
order Casimir invariant of 9 in the irreducible representation 
[A j, respectively. Note that the adjoint representation [AoJ 
is also irreducible because of the simplicity of algebras under 
consideration. 

As we shall see in the next section, our identity, Eq. 
(1.1), is intimately connected with a fact' that all exceptional 
Lie algebras G" F4, E 6 , E 7 , and E, as well asA, andA 2 have no 
genuine fourth-order Casimir invariants. To show some spe­
cial examples ofEq. (Ll), let us adopt a lexicographical 
numbering of simple roots of these algebras as by Patera and 
Sankotf.' Then, we calculate 

A,:A =A" d(A) = 3, K(A) =~, (1.3) 

G,:A =Ah d (A) = 7, K(A) =!, (1.4) 

F4:A = A 4, d (A) = 26, K (A) =-fl, (1.5) 

E6:A =A" d (A) = 27, K(A) =-fl, (1.6) 

E 7:A = A 6 , d(A) = 56, K(A) = 2
1
4' (1.7) 

E,:A =A" d (A) = 248, K(A)- I -100' (1.8) 

where A and Aj (j = 1,2, ... ,n) are respectively the highest 
weight of the irreducible representation [A) and n funda­
mental weights of the simple Lie algebras with the rank n. 
We may note that the validity of the quartic trace identity 

a'Work supported in part by the U.S. Department of Energy under Contract 
Number EY -76-C-02-3065.000. 

(Ll) for the case ofEq. (1.4) has already been verified else­
where,' while cases for Eqs. (1.4), (1.5), and (1.6) have also 
been directly derived by Cvitanovic: If we choose X to corre­
spond to a generic element of a Cartan subalgebra of these 
Lie algebras, then Eq. (1.1) is rewritten as 

(1.9) 

where M is the eigenvalue of X in the irreducible representa­
tion [A] and the summation is over all eigenvalues of X, 
counting the same M as many times as its multiplicity. Espe­
cially, for the algebra A" we find an amusing formula, 

m4=~}(j+ 1)(2} + 1)[3}(j+ I)-I], 
15 

(l.10) 
m = --j 

for any positive integer or half-integer}. Also for the algebras 
A, and G2, Eq. (1.9) for the cases of(1.3) and (1.4) is found to 
be equivalent to an identity 

where a, b, and c are arbitrary constants subject to a 
constraint 

a + b + c = o. 

(Ula) 

(Lllb) 

This equation has been used to construct' a pseudo-octonion 
algebra which permits a nondegenerate composition without 
unit element. 

As a byproduct in the course of proving Eqs. (Ll) and 
(1.2), we have also found the following rather amusing re­
sults. First, any simple Lie algebra (not necessarily limited 
now to exceptional algebra and A 2) except for AI possess an 
irreducible representation [p I such that we have first 

Up) = 2/,(,.1,0)' 

and second its dimension d (p) is given by 

d (p) = ~d (Ao)[d (AD) - 3] 

for all algebras other than An (n>2), and 

d (p) = !d (Ao)[d (AD) - 3] 

(1.12) 

(1.l3a) 

(1.l3b) 

for the algebraA n (n>2). Ifwe decompose the product repre­
sentation [AD I ® [AD I as a direct sum of N irreducible repre­
sentations [Aj) as 

N 

[AD) ® [AD) = L (l) [AJ, (Ll4) 
j= I 
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then the representation Ip J always appears as one of 111) in 
the right side ofEq. (1.14) for all cases other than An (n>2). 
On the other hand, we have a pair of such Ip}'s for the alge­
brasA n (n>2)in Eq. (1.14), which arecontragradient to each 
other. 

For the exceptional Lie algebras, we have N = 5 and we 
can completely determine d (11) and Il(A) (j = 1,2,3,4,5) in 
this case as follows. The right side ofEq. (1.14) always con­
tains a trivial representation IO} as well as the adjoint repre­
sentation lAo J . Also, it contains an irreducible representa­
tion whose highest weight is precisely twice the highest 
weight Ao of the adjoint representation. We label them as 
lAd, I Ad, and IA,J, respectively. Finally, we choose lAs! to 
be the special representation {p J satisfying Eq. (1.12). Then, 
when we set 

we find 

(1.15) 

3 I (19 + e)d (Ao) - 2( 11 - e) J , 
e(e - 1) 

(l.16a) 

3 1(19 - e)d (Ao) - 2(11 + e) J ' 
e(e + 1) 

(1.l6b) 

(1.l7a) 

(1.l7b) 

The case for A = I A 5 J = Ip J has already been given in Eqs. 
(1.12) and (1.13a). Since other two cases lAd = IOJ and 
I Al J = lAo J are trivial, these completely determine d (A) 
and Il(A) (j = 1,2,3,4,5) for all exceptional Lie algebras. 
Also, because d (A3) and d (A.) must be integer and 
Il(A)/ I (A 0) (j = 3,4) are also rational numbers, e has to be a 

rational number. Indeed, we find e = 4, !..., 2, ~, and!... for G2 , 
335 

F., E 6, E7, and E 8, respectively. We have also e = 7 and 5 for 
algebras A 1 and A 2• It is amusing to note that (n + 2)0 are 
always integers for all these algebras. Finally, we may re­
mark that Eqs. (l.I5)-{1.17) are valid also for the algebraA2 

with N = 6, if we identify I A. J = lAo J, I Ad = lp J, and 
lA6J = {p*J. 

2. CASIMIR INVARIANTS AND TENSOR 
OPERATORS 

Letx/L (.u = 1 ,2, ... ,do) be a basis of any Lie algebra 9 with 
structure equation 

[x/L'xy] = C;vXA' (2.1) 

where the repeated index A implies an automatical summa­
tion on A from 1 to do = d (AD)' Note that d (Ao) is the dimen­
sion of the adjoint representation lAo J . Let Xp be a represen­
tation matrix of x/L in a representation I A J which need not be 
irreducible, and let d = d (A) be the dimension of the repre­
sentation. Then, a collection of d elements tj (j = 1,2, ... ,d) 
belonging to the universal enveloping algebra of 9 is called a 
tensor operator of the type I A J, if they satisfy commutation 
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relation 
d 

[xp,tj ] = L (Xp)k/k (2.2) 
k=l 

for alljl = 1,2, ... ,do andj = 1,2, ... ,d, where (X/L)jk is the (j,k) 
matrix element of the matrixX/L' We may note that Eqs. (2.1) 
and (2.2) are compatible with the Jacobi identity 

[xp,[xy,tj )) + [Xy,[tpxp)) + [tp[xp'xy)) = 0 

because of the equation of representation 

(2.3) 

for d xd matrixXp. In this paper, we are especially interest­
ed in a case that I A J is a product of p copies of the adjoint 
representation I AD J ' 

I A J = 111,0 J ® 111,0 J ® ... ® 111,0 J 
p-times 

(2.4) 

which is not in general irreducible. Then, the corresponding 
tensor operator which may be written as t/L'P""/Lp 
(.uhjl2, ... ,jlp = 1,2, ... ,do) satisfies 

(2.5) 

where the symbol ~ in Eq. (2.5) implies that we replace the 
jth indexjlj by a and sum over a = 1,2, ... ,do. We shall call 
such a tensor operator a p-vector operator since a product of 
p vector-operators has the same commutation relation (2.5). 
For the special casep = I, this reduces of course to the usual 
vector (or adjoint) operator. 

We may define also a tensor operator ~ of the type I A J 
in a representation {p J, if Yp and Tj are now d (p) X d (P) 
matrices satisfying 

[Yp,Yy] = C~YYA' (2.6a) 
d 

[Yp'Tj] = I (X)kjTk· (2.6b) 
j= I 

Especially, any representation matrices Y/L and Tjofx/L and tj 
in the representation lp J ' respectively satisfy Eqs. (2.6). In 
the present paper we are mostly interested in p-vector opera­
tors in the adjoint representation [p 1 = 1;/'01 so that 

YI' = adxp' 

(adx,JAY = C~y. 

(2.7a) 

(2.7b) 

In passing, we remark that a study of tensor operators in a 
reducible or irreducible representation is important in phys­
ics, since it determines all matrix elements of tensor opera­
tors of a given type between two arbitrary irreducible repre­
sentations which need not be equivalent to each other. A 
general study for such tensor operator algebra has been ex­
tensively carried out by Biedenharn and Louck6 for the alge­
bra An" 

Hereafter, we restrict ourselves to the case that 9 is 
semisimple" over the complex number field. Then setting 

gpy = c Tr(adxpadxy ) (2.8) 

for a nonzero constant c, its inverse gPv exists in view of 
Cartan's criteria of semis imp Ii city, and they satisfy the 
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relations 

gl';,C~r = - gv;.C;'r, 

g'dC~T = - g"AC~r" 

(2.9a) 

(2.9b) 

Next, let Ip (p>2) be apth order Casimir invariant given by 

(2.10) 

where the constants bl""'I'" are completely symmetric in the 
indices,uh,u2'''',up and where we raise or lower indices by 
means of the metrics gjn' and g'" .. Then, the condition 

[Xj"lp] =0 (2.11) 

implies that bjl, .. p" must satisfy 

i C1jl,bjl , ... (; .. p" = 0 (2.12) 
j~. I 

because of the Poincare-Birkoff-Witt theorem, Conversely, 
suppose that the constants bll""Il" which need not now be 
completely symmetric in these indices satisfy Eq. (2.12). 
Then, Ip, defined by Eq, (2,10) satisfies (2,11), i,e., it is a 
Casimir invariant although it may not define a completely 
symmetric irreducible Casimir invariant. If we define a 
d (,.1.0) X d (,.1.0) matrix BIl,jl"'j'. with q = P - 2 by 

q =p - 2, 

(2.13a) 

(2,13b) 

then Bp, ... p. is completely symmetric in,uI,,u2,,.,,,uq whenever 

bj"jl, .. p" is completely symmetric in all p-indices ,u!,ll"",up' 
Moreover, Eq. (2.12) is rewritten into a matrix equation 

[adx;.,Bjl""j,J = f C1jl,Bjl , ... ,; .. p; 
i -= I 

(2.14) 

In other words, BIl , .. "!", is a completely symmetric q-vector 
operator in the adjoint space, Conversely, let BP""j", be any 
such q-vector operator satisfying Eq. (2,14), Then, reversing 
the direction of our reasoning, the coefficient bj1 ,jl""j1,. 

(p = q + 2) defined by 

(2.15) 

satisfy Eq. (2,12) so that Ip given by Eq. (2,10) is a Casimir 
invariant. However, bP"'j", (P = q + 2) just defined by Eq, 
(2,15) is in general not completely symmetric in all indices 
,u!,ll,J1) ... ,up' although it is symmetric in,u3,,u4'''',up by defini­
tion. At any rate, summarizing our results, allpth order Ca­
simir invariants Ip of any semisimple Lie algebras' can be 
constructed first by finding all linearly independent com­
pletely symmetric (p - 2)-ple vector operators in the adjoint 
space and secondly by choosing a suitable linear combina­
tion of them so that bj1'1""'llp given by (2.15) is now completely 
symmetric in all indices, 

The special case p = 3 has been solved elsewhere8 to 
show that there is no third-order Casimir invariant IJ for any 
simple Lie algebra except for algebras An (n>2) andDJ = A), 
in conformity with the result of Ref. 1. The next simple case 
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is P = 4 corresponding to the fourth order Casimir invariant 
14 which is the main subject of the present note, Then we 
have to find first alllinearly independentd (,10) X d (,10) matri­
ces Till' satisfying 

(2.16) 

which need not yet be symmetric in,u and v, We can easily 
find five bivector operators in the adjoint space as follows. 
Let E be the unit matrix in the adjoint space, Further, let us 
define d (,.1.0) X d (AD) matrices Gjl >, by 

(G"Ja/3 = 8;'J5v/3 (2.17) 

which can be easily shown to be a bivector operator. In this 
way, we find that 

are symmetric bivector operators, while 

Gjn - G"'l' [adxl"adx,] = C~,.adx;. (2.19) 

are antisymmetric bivector operators. Moreover, only the 
combination 

(2.20) 

among these five turns out to give a completely symmetric 
coefficient b

"
l'a/3 of the form 

bjll 'afJ = gil;; (Bjll,);;rJ 

(2.21) 

In the next section, we shall prove that all exceptional 
Lie algebras andA, have precisely three linearly independent 
symmetric bivector operators in the adjoint space, while the 
algebra A 1 has only two. Now, three bivector operators given 
by Eq. (2.18) are easily checked to be linearly independent 
except for the algebra A I, where only gp,,E and Gl'v + G,.!, 
are linearly independent for AI' Therefore, for all these cases 
of algebras G" F4 , E 6, E" E 8, A I, and A" only the completely 
symmetric bl'l'a/3 satisfying Eq. (2.12) for p = 4, must have 
the form ofEq. (2.21), apart from a proportional constant c. 
Therefore, any fourth order Casimir invariants [4 of these 
algebras is proportional to 

j = (g'''g''/3 + g''''g''f] + g'1/3gV")x"X,X,,xrf 

= 3(/,)' - F,(Ao)/" (2.22) 

where I, is the second-order Casimir invariant 

(2.23) 

and 1,(,.1.0) is the eigenvalue of 1, in the adjoint representation 
so that 

(2.24) 

This proves that any fourth order Casimir invariant 1, of 
these algebras is a quadratic polynomial of I,. This fact is 
again in conformity with the result of Ref. 1, which states 
that 14 should be expressed as a polynomial of n fundamental 
Casimir invariants of orders not equal to 4. However, it may 
be stressed that the result of Ref. I does not necessarily prove 
the validity of the specific form of Eq. (2,22) for 14 by the 
following reason, For example, consider the case of G" 
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where 14 must be a polynomial of I, and 16 which is a six­
order Casimir invariant. This would suggest that 14 be ex­
pressed as a quadratic polynomial of I, without any depen­
dence on h But this need not be so in principle, since 14 could 
be a complicated polynomial of 16 and I, such as 

I. = 16 - a,(I,») - a,(I,)' - aJ, 

for some constants ai' a" and a, in such a way that the six­
order polynomial of generators would cancel each other to 
leave 14 , This possibility is certainly realizable, if I, and 14 (as 
well as I, and 16 ) could generate the space of all Casimir 
invariants of G,. Because of our result, Eq. (2.22), such a 
possibility is, of course, impossible in reality, but the general 
theorem of Ref. I does not appear to preclude it. 

After these preparations, let us now prove our main 
result, Egs. (1.1) and (1.2). LetX,u be a representation matrix 
of XI' in the generic representation space [A J which need not 
yet be irreducible. Further, let us set 

1 
bl"!""I" = I" I Tr(X",X;,;"X,,), (2.25) 

p. p 

where the summation is over p! permutations among 
f.l1,ll" ... ,f.lv Then, bp,w"PP is evidently completely symmetric. 
When we note a trivial identity 

Tr([ X",x",XI,,···X,u,J) = ° 
and compute the commutator by means ofEq. (2.3), then we 
immediately see that bl',""'!" satisfy Eq. (2.12). Especially for 
the casep = 4 of alI algebras A "A" G" F., E 6 , E" andEs, we 
must have 

I 
bl""!} = ]B (A )(g,,,g"/l + glwgv(J + g"pgva)' (2.26) 

where the proportional constant B (A ) depends upon the re­
presentation [A). In passing, we note that Eqs. (2.25) and 
(2.26) immediately prove the symmetricity of the fourth or­
der indices for these algebras in agreement with the result of 
Pateraetal. 9 Now wecan computeB (A) as follows. We mul­
tiply g"/3 on both sides of Eg. (2.26) and compute gu/3bl'va(3 
from Eq. (2.25). Hereafter, we restrict ourselves to the case 
that (A J is irreducible. Then, we may use 

(2.27) 

(2.28) 

where d (A ) and I,(A ) are dimension and eigenvalue of I, in 
the irreducible representation [A J, respectively, and where 
E in Eg. (2.27) stands for the unit matrix in [A ]. Using Eqs. 
(2.9) many times, we then find 

B (A ) - d (A )I,(A ) [61 (A 
- 2[2 + d (Ao) ld (Ao) ,) - I,(Ao) 1 (2.29) 

after some computations. Since any generic element X is ex­
pressible as 

(2.30) 

for some complex constant Sl', Eqs. (2.25) and (2.26) lead to 

TrX4 = B (A )(gI"s,,s,,)' = K (A )(TrX')2, 

K(A)=B(A)( d(Ao) )2 
d (A )I,(A) 
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which reproduce Egs. (1.1) and (1.2). 

In this connection, we should note that the result of Ref. 
8 for the casep = 3 is 

TrX) =0, 

Tr(X~v + X,,x,,)X,, = 0, 

(2.31a) 

(2.31b) 

for any simple Lie algebras except for the algebra An (n;;.2), 
as well as any self-contragradient representation [A J of A n' 

Then, if we rewrite 

(2.32) 

we can compute Tr(X~"xaX(3) for all exceptional algebras 
and A 1 in terms of the second order Casimir invariant I,(A ), 
while it can be expressed8 in terms of I,(A ) and 13(A ) for the 
case of A,. 

ForotheralgebrasBn (n;;.2),Cn (n;;.2),Dn (n;;.4),and 
An (n;;.3), we require one more symmetric bivector operator 
in addition to that given by Eq. (2.20). Indeed, the results of 
Ref. 1 and 3 show the existence of algebraically independent 
fourth-order Casimir invariants for these algebras so that we 
do not have any relation of similar type for these cases. How­
ever, the results of Ref. 1 and 3 suggest that any fifth-order 
Casimir invariant I, for algebra A, and A3 would be express­
ible as products of I, and 13, If this were indeed the case, then 
we can prove the validity of 

TrX' = A (A )(TrX ')(TrX 3), (2.33a) 

A (A ) = 5d (Ao) (4 _ I,(Ao) ) (2.33b) 
2 [6 + d (Ao) 1 d (A ) I,(A) , 

in any irreducible representation [A J of A, andA,< Similarly, 
we may conjecture that any seventh-order Casimir invariant 
I, of alg~bras E6 and D, would be expressed as products of Is 
and 11, sInce both do not possess genuine third and seventh 
Casimir invariants. In that case, we would find 

TrX' = D (A )(TrX ')(TrX '), (2.34a) 

D (A ) = 35d (Ao) (~ _ I,(Ao) ) 
4 [ 10 + d (A 0) 1 d (A ) 5 Il(A)' 

(2.34b) 

As checks of these relations, we note that the case of A = A I 
or A, for the algebra E6 gives 

7 
TrX' = -TrX'TrXs 

24 
(2.35) 

which agrees with the result found by Cvitanovic: Also, for 
the algebra A) with the choice of A = A" then Egs. (2.33) 
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give an identity 

a' + b ' + c' + d' 

= ~(a2 + b 2 + C2 + d 2)(a' + b 3 + C3 + d ') 
6 

whenever arbitrary constants a,b,c, and d satisfy 

a +b +c+d=O. 

(2.36) 

(2.37) 

For the algebraA z with A = AI> we find the same equation 
with d = O. Note that Eq. (2.36) is an analog of Eq. (1.11) 
and can be easily verified to be correct. Therefore, the valid­
ity of our conjecture for Eqs. (2.33) and (2.34) appears to 
have a good chance, although its formal proof for their cor­
rectness is so far unsuccessful. Note that it involves a study 
of triple and quintuple vector operators in the adjoint space. 

3. BIVECTOR OPERATORS IN ADJOINT SPACE 

Let 9 be any simple Lie algebra and let us decompose 
the product 1,10) ® 1,10) as in Eq. (1.14) 

N 

\,10) ® \,10) = I ad Aj ) (3.1) 
j=l 

as a direct sum of irreducible component [Aj) (j = 1,2, ... ,N). 
If any two \ Aj) and [A k 1 appearing in Eq. (3.1) are inequiva­
lent to each other wheneverj*k, then we say that the prod­
uct is nondegenerate or multiplicity-free. By a direct compu­
tation, we find that all simple algebras except for An (n>2) 
and D, = A, have multiplicity-free decomposition for (3.1) 
with N = 3 for A I> N = 5 for all exceptional algebras, and 
N = 6 for Bn (n>2), Cn (n>2), and Dn (n>5). On the other 
hand, for the algebra An (n>2), the same adjoint representa­
tion [AD) appears twice in the right side ofEq. (3.1) with 
N = 6 for A" and N = 7 for An (n>3); while N = 7 for D •. 

Now, corresponding to Eq. (3.1), any bivector operator 
T/lv which need not be symmetric in Ji and v can also be de­
composed into a direct sum of N irreducible tensor operators 
of the type [Aj) (j = 1,2, ... ,N). For the case of multiplicity­
free decomposition for all simple Lie algebras excepting the 
algebra An (n>2), the Wigner-Eckart theorem implies that 
the number oflinearly independent bivector operators in the 
adjoint space for all these simple Lie algebras must be pre­
cisely N. On the other hand, the algebra An (n>2) will have 
N + 2 linearly independent bivector operators in the adjoint 
space, because of the double multiplicity in the decomposi­
tion. Especially, the number of all linearly independent bi­
vector operators are three for A I> five for all exceptional Lie 
algebras, six for Bn (n>2), Cn (n>2), andDn (n>5), seven for 
D., eight for Az, and nine for An (n>3). Hence, Eqs. (1.1) and 
(1.2) will be valid for all exceptional algebras as well as for 
A" as we have shown in the previous section. For the algebra 
A z, we observe that only three out of these eight bivector 
operators are symmetric ones. Therefore, the same argu­
ment given in the previous section is also applicable to the 
case of A 2• These prove Eqs. (1.1) and (1.2) for all AI> A 2, G" 
F., E 6, E 7, and E,. 

Since the Wigner-Eckart theorem employs the tran­
scendental method of integration over group manifold, it 
may be of some interest to give another purely algebraic 
proof, although it is applicable only for cases of multiplicity-
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free decomposition, i.e., only for simple Lie algebras except 
for An (n>2). Following (I), we set 

Q = ~vadx/l ® adxv (3.2) 

in the product space \,10) ® [AD). When Pj (j = 1,2, ... ,N) re­
presents the projection operator for thejth irreducible space 
\ AJ in the decomposition Eq. (3.1), then it has been shown 
in (I) that 

N 

Q= I sf}, 
j=l 

5j = 1 [IlA) - 212(,10)]' 

(3.3) 

(3.4) 

Moreover, we can check that we have Sj=f=Sk forj*k except 
for the algebra D •. In other words, these algebras satisfy the 
multiplicity-free (or nondegeneracy) condition with zero de­
ficiency index in the terminology of (I). Therefore, if we set 

T = T/lY ® G /lV (3.5) 

for an arbitrary bivector operator T/lv in \ AD), we can express 
T as a polynomial of Q of order N - 1, 

N-l 
T= I ajQj, QO_E®E, (3.6) 

j=O 

for some constant aj by the method following (I). Now, we 
note the identities 

G/l yGa/3=gyaG/l/3' (3.7a) 

TrG/lv=g/lY' (3.7b) 

Then multiplying E ® G/3a by both sides ofEq. (3.6) and tak­
ing a partial trace with respect to the second space (but not 
the first), this gives 

N-l 
Ta/3 = I a~ ~1, (3.8a) 

J=O 

R (j) = Tr(2)(QJ.E ® G ) a/3 fJa . (3.8b) 

Clearly,R ~1(j = O,1,2, ... ,N - l)areindependentofT and 
it is easily shown that they are bivector operators in th: first 
adjoint space (AD). This proves that any arbitrary bivector 
operator is a linear combination of Nbivector operators R (j) 

for any simple Lie algebras except for the algebra An (n>£r. 
and D •. In other words, these algebras can have at most N 
linearly independent bivector operators. From this, we can 
again prove Eqs. (1.1) and (1.2) for all exceptional algebras 
and A I by the same reasoning given in the previous section. 

Next, let us give explicit forms of the decomposition 
(3.1) for all exceptional Lie algebras as well asAI and A2• To 
this end, we adopt the lexicographical numbering of simple 
roots as in Ref. 2. LetA (j) denote the highest weight ofthejth 
irreducible representation \ Aj 1 in (3.1), while we write n fun­
damental weights as A 1,A2, ... ,An' Then \,10) ® \Aol always 
contains the trivial representation (0) and at least one ad­
joint representation \ AD l, so that we label 

(3.9) 

Moreover, it always contains an irreducible representation 
\ Ad whose highest weight A (3) is equal to 2A 0 , where AD is 
the highest weight of the adjoint representation. Thus, we 
identify 

(A,l_\AO)l, AO) = 2A0. (3.10) 

S. Okubo 590 



                                                                                                                                    

This is enough for the algebra A I with N = 3, i.e., 

A,: (Aol ® (Aol = [01 <B (Aol <B[2Ao\, (3.11) 

while we have to specify further I A4 ) and I Ad for exception­
al Lie algebras. Explicit computations show that we have 

(i) G2 : A <4> = 2A 2, A' 5' = 3A 2, (3.12a) 

(ii) F 4 :A'4>=2A 4 , A,s'=A 2, (3.12b) 

(iii) E6 :A(4)=A , +As, A,s'=A" 

(iv) E 7 :A(4)=A s, A<S'=A 2, 

(v) E,:A (4) =A7' A's, =A 2• 

(3.12c) 

(3.12d) 

(3.12e) 

In deriving these Clebsch-Gordan series, the table of the 
second and fourth indices by McKay and Patera'o has been 
very helpful. We may note that for all exceptional Lie alge­
bras, the irreducible representations !p J = ! As J given in 
Eqs. (3.12) are chosen to satisfy Eqs. (1.12) and (1.13a), i.e., 

I 2(A s) = 2I2(Ao), d (As) = !d (Ao)[d (Ao) - 3]. (3.13) 

The reason for this validity will be explained in the next 
section. Similarly, all d (A} and I2(A} forj = 3 and 4 can be 
expressed as in Eqs. (1.16) and (1.17) which can be shown 
also in the next section. Then, those identities imply 

where we have set 

(3.14) 

(3.15) 

(3.16) 

Note that a and (3 are solutions of the quadratic equation 

10 
6t 2 + t - = O. 

2 + d (AD) 
(3.17) 

If we define J by 

J I Q I ~wdx dx = -- = -- a ®a 
I 2(A D) flAo) fl v' 

(3.18) 

Eqs. (3.3) and (3.14) imply the validity of 

J(J+ 1)(2J+ 1)(6J2+J- 10 )=0. (3.19) 
2 + d (Ao) 

Moreover, the explicit forms of projection operators Pj for 
exceptional Lie algebras are found to be 
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P
J 

= J(J + I)(2J + I)(J -(3) , 
a(a+ 1)(2a+ 1)(a-(3) 
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(3.20a) 

(3.20b) 

(3.20c) 

P. = J(J + I)(2J + I)(J - a) , 

(3((3 + 1)(2(3 + 1)((3 - a) 

Ps = ~(E ® E - G flV ® G Vfl) - P2• 

Corresponding to Eq. (3.14), we also find 

JP, =P,J= -P" 

JP2 =PJ= - ~P2' 

JP, = P,J = aP" 

JP4 = P4J = (3P., 

JPs =P,J=O, 
as well as identity 

6J2 +J=P2 + 5 
2 + d (;10) 

X !d(;1o)P, + Gflv®GVfl +E®E J. 

(3.20d) 

(3.20e) 

(3.2Ia) 

(3.2Ib) 

(3.2Ic) 

(3.2Id) 

(3.2Ie) 

(3.22) 

We remark that Eqs. (3.20a), (3.20b), (3.20e), (3.2Ia), 
(3.2Ib), and (3.2Ie) are valid for all simple Lie algebras, 
while Eqs. (3.19), (3.20c), (3.20d), (3.2Ic), (3.2Id), and 
(3.22) are only valid for exceptional Lie algebras. For the 
latter cases, we used Eqs. (1.1) and (1.2) for I A) = lAo). The 
proof of these identities are quite involved and will not be 
given here. 

For the algebra A2, we have N = 6 with 

IAol ® IAol = (0) <BIAo) (j) IAol <B12Aol 
(j) (3A d (j) (3A,). (3.23) 

Note that lp) = (3A,) and lp*) = (3A2) satisfy Eqs. (1.12) 
and (1.l3b) now. If we identify I A4J = lAo J, r As) = Ip J and 
I A6 ) = lp* I, then Eqs. (1.16) and (1.17) are still valid by the 
reason which will be explained in the next section. 

Finally, with respect to other simple Lie algebras, we 
mention that the special irreducible representation (p) satis­
fying Eqs. (1.12) and (1.13) is found to be 

(i) An (n>2) 

[p) = !2A I + An - J j, 

Ip*) = lA, + 2AnJ, 

(ii) Bl (n = 3) 

[pj = [A, + 2A,J, 

(iii) Ell (n>4) and D" (n>5) 

[pj = !A, + Ad, 
(iv) D. (n = 4) 

(pJ = IA, +Al +A.J, 

(v) en (n>2) 

lpJ = [2A, +A2J, 

(3.24a) 

(3.24b) 

(3.24c) 

(3.24d) 

(3.24e) 

all of which appear in the decomposition of Eq. (3.1). 

4. SECOND AND FOURTH ORDER INDICES 

Let f;)j (j = 1,2, ... ,n) and Ea be standard Cartan-Weyl 
bases of any simple Lie algebra. Let Ll (A) be the weight sys­
tem of the representation I AJ which need not be irreducible. 
Then, following Dynkin 11 and Patera et a/., 9 let us define 
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even-dimensional indices 12iA ) by 

12iA) = Tr(.p,.py = L (m,my, (4.1) 
M8l(A) 

where the summation is over all weights m belonging to the 
representation [A J. Then, these have the following 
properties: 

(i) 10(A) = d (A ), (4.2) 

where Eq. (4.3) presupposes [A J to be irreducible. More­
over, let us consider a product of two irreducible representa­
tions [A A J ® [A B J and decompose it into a direct sum of N 
irreducible representations as in Eq. (3.1), 

N 

!AA)®[AB )= L EB[AjJ. 
j= 1 

Then, from Eg. (4.5), we find 
N 

12/(AA J ® (AB j)= L 12iA). 
J= 1 

Again, following (1), we set 

Q=g'"'X~)®XSB), 

(4.6) 

(4.7) 

(4.8) 

where X~A) and X~) are representation matrices of x!-' in 
irreducible representations [A A 1 and (A B L respectively. 
Then, as in (1), we find 

N 

Q / = L (5/Pj (I = 0,1,2,···), 
j= 1 

5j = HI,(A) - IlAA) - IlA B)], 

(4.9) 

(4.10) 

where Pj is the projection operator for thejth irreducible 
space (Aj I. These generalize Eqs. (3.2)-(3.4) which are a 
special case of ! A A 1 = [A B 1 = [Ao). Taking the full trace 0 

both sides of Eq. (4.9), this gives 

N 

= I d(A)<5Y (4.11) 
j= 1 

for all nonnegative integers I = 0,1,. ... For the special cases 
1= ° and 1 = 1, this reproduces the results 

N 

d(AA)d(A8)= I d(A), (4.12) 
j ~ 1 

N 

I 5P (A) = 0, (4.13) 
j c~ 1 

where we used TrX!-, = ° in deriving (4.13). We can rewrite 
Eg. (4.13) as a more familiar form of 

N 

d(AA)/,(AB)+d(AB)/,(AA)= 2: IlAj)' (4.14) 
j= 1 

For I = 2, Eg. (4.11) gives a nontrivial result of 

4/,(AA)IlAB) + d (A )d (A )( IlA A) + IlAB»)2 
d (Ao) A B d (A A) d (A B) 
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(4.15) 

For I = 3, we use Eq. (2.31b) for all simple algebras other 
than An (n > 2) or for cases of self-contragradient representa­
tion of A n to find 

f [/,(A)P = _ 2 1,(AA)liAB)llAo) 

j= 1 [d(A)J2 [d(Ao)P 

+ 12( I,(AA) + I,(A B ) ) IlAA)/,(A B ) 

d(AA) d(A R ) d(Ao) 

+ ( IlA A) IlA B) )3 d (A )d (A ). 
d (A A) + d (A B) A B 

(4.16) 

Finally, for I = 4, we use Eqs. (2.32), (2.25), and (2.26) to 
find a rather complicated formula 

d (A A )d (A B) (6 /lAo) )(6 I,(Ao») 
12[2 + d(Ao)]d(Ao) IlAA) IiA B ) 

X [IlAA)I,(AB)]' 

jtl ( (5)4 + 2~ IlA o)(5Y)d (A) 

+ _1 J.-liAA)liAB)[I,(Ao)Pd(Ao) (4.17) 
24 n' 

for all exceptional Lie algebras and A I, as well as the case 
when at least one of [AA 1 and [AB 1 for the case A, is self­
contragradient. 

Finally, for all exceptional Lie algebras and AI> as well 
as any self-contragradient representation of A" we choose all 
X./l' Xv, Xa' and Xf3 in Eq. (2.32) to be some members .pj 's of 
Cartan subalgebra. Then from the definition Eq. (4.1) for 
1.0 ), we find 

1.0)= n+2 1 (d(Ao) _ ~ IMo») [I,(A)p. 
n 2 + d (Ao) d (A ) 6 I,(A) 

Moreover, after some calculations, we reproduce the 
relation 

(4.18) 

N 
1.( \ A A I ® \ A R 1) = I I.(A) = d (A A )14(A B) + d (A B )1.(A A) 

j= 1 

+ 2(n + 2) I,(AA)I,(A B) 
n 

(4.19) 

also for all exceptional Lie algebras as well as A 1 and A 2 in 
agreement with the result of Ref. 9. However, Eq. (4.19) 
except for A, is not independent of Eqs. (4.15) and (4.18). 

For our present case, we are interested in the special 
case of \ A A I = \ A B 1 = \ ..1.0 J . Then, since the adjoint repre­
sentation (Ao I is self-contragradient even for the algebra An 
(n >2), we can rewrite all Eqs. (4.11 )-(4.17) for all cases of 
exceptional Lie algebras as well as A 1 and A" as follows: 

N 

(i) I d(A) = [d(Ao)]', (4.20a) 
j=l 

N 
(ii) 2: 5P (A) = 0, (4.20b) 

j= 1 
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N 

(iii) L (Sld (J.) = d (A 0)[ /lAo) F, (4.2Oc) 
j= I 

N 
(iv) L (Sld (A) = - ad (Ao)[12(Ao)] \ (4.20d) 

j=l 

(v) f (Sld (A) = _1 27 + d (Ao) d (A 0)[/2(A 0) ]4. 
j= 1 12 2 + d(Ao) (4.20e) 

Now, first consider the case of exceptional Lie algebras with 
N= 5. Then, we know lAd = 10), and [Ad = [Ao). More­
over, we shall prove soon that lAs) = Ip) satisfies Eqs. 
(1.12) and (1.13a). Then when d (Ao) and 1lAo) are given, 
only d (A) and 12(A) for j = 3 and 4 are unknown for five 
equations in Eqs. (4.20). This completely determines d (A) 
and1z{A) forj = 3 and 4as in Eqs. (1.16) and (1.17). Actual­
ly, we may only assume Eq. (1.12), i.e., 1lAs) = 212(Ao), then 
Eq. (l.13a) will emerge also as a consequence ofEqs. (4.20). 
For the algebra A 2, we notice that [As} = Ip) and 
I A.) = Ip*) have the same dimension and same eigenvalue 
for 12, Therefore, in spite of N = 6, we can essentially pro­
ceed exactly in the same way. 

In ending this section, we shall give a reason for the 
validity ofEqs. (1.12) and (1.13). The product lAo) ® [Ao) 
can be first decomposed into a direct sum of symmetric [As J 
and antisymmetric IAA) representations as 

(4.21) 

The dimensions of these in general reducible representations 
are obviously 

d (A A) = !d (Ao)[ d (Ao) - I], (4.22) 

(4.23) 

Also, from the definition (4.1), we can compute their second 
indices as 

/2(A A) = L (M, + M2,M, + M2) = [d (Ao) - 2]llAo), 
M,>M, (4.24) 

fz(As) = L (M, + M2,M, + Mz) = [d (Ao) + 2]Iz(Ao), 
~>~ (~2~ 

where M, and M2 are weights of two adjoint spaces. Now, the 
antisymmetric part [A A ) turns out to be always reducible as 
a direct sum of the adjoint representation [Ao J and one addi­
tional irreducible representation [p J to be 

(4.26) 

for all simple Lie algebras except for An (n;;;.l) and D J = A J• 

Then, since we have 

d (AA) = d (Ao) + d (P), 

IlAA) = [2(Ao) + [2(P), 

(4.27) 

(4.28) 

Eqs. (4.22) and (4.24) give the desired relations, Eqs. (1.12) 
and (1. 13 a) for these algebras. For the algebra A" we have 
simply 

[A A ) = [Ao), d (Ao) = 3 

so that it gives nothing new. For the algebra An (n;;;.2), we 
find 

(4.29) 
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where {p*} is the inequivalent representation antigradient to 
[p}. Sincewehaved (p*) = d (p)andfz(p*) = l2(P), we find in 
this case Eqs. (1.12) and (1.13b). 

For the exceptional Lie algebras, we can identify 

[As J = [Ad e1 [Ad e1 [A 4 }, (4.30a) 

[AA) = [Azl e1 [As). (4.30b) 

Finally, we simply mention an empirical relation 

(n +2)(J+m = 18 (4.31) 

for all exceptional algebras as well as A, and A 2, where the 
integer m is defined by 

m = n (modulo 4), 

1 <m <4 for G2,F4,E6,E7, and E 8, 

-3<m<-1 forA,andA 2• 

(4.32a) 

(4.32b) 

(4.32c) 

Note added in proof After this paper was written, Dr. 
Cvitanovic noted that our main equation, Eq. (1.1) with 
(1.2), is also valid for the adjoint representation of the alge­
bra D 4 which corresponds to the SO(8) group. However, it is 
not satisfied in general by other irreducible representations 
of D4 since D4 is known to have two genuine fourth order 
Casimir invariants. The author would like to express his 
gratitude to Dr. Cvitanovic for this information as well as 
many other communications. 
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Spectral and scattering theory for the adiabatic oscillator 
and related potentialsa) 

Matania 8en-Artzib) and Allen Devinatz 

Department of Mathematics, Northwestern University, Evanston, Illinois 60201 
(Received 28 August 1978) 

We consider the Schrodinger operator H = -.:1+ VCr) on RO, where V(r)= a sin(bra)/r~+ Vs(r), 

Vs(r) being a short range potential and a>O, /3>0. Under suitable restrictions on a, /3, but always 
including a = /3 = 1, we show that the absolutely continuous spectrum of H is the essential spectP'm of 
H, which is [0,(0), and the absolutely continuous part of H is unitarily equivalent to -.:1. We use these 
results to show the existence and completeness of the M01ler wave operators. Our results are obtained by 
establishing the asymptotic behavior of solutions of the equation Hu = zu for complex values of z. 

1. IN-TRODUCTION 

We shall consider the spectral and scattering theory as­
sociated with a Schrodinger operator on R n 

H=-.J+V, (1.1) 

where V is a real spherically symmetric potential of a type 
related to the adiabatic oscillator studied by von Neumann 
and Wigner,1 

It is very well known that the rate of decay of Vat 
infinity plays a significant role in determining the spectral 
properties of H. When V is a short-range potential [i.e., 
roughly, W(x)I-lxl - 1- c, € > 0, as Ixl-oo] there now ex­
ists a complete theory (see Agmon') proving that the essen­
tial spectrum of H coincides with its absolutely continuous 
spectrum (apart possibly from a discrete sequence of eigen­
values if Vis not sufficiently regular), and also that the MIlII­
lerwave operators exist and are complete. For certain long­
range potentials (i.e, roughly, W(x)I-lxl- c, € > 0, as 
Ix I- 00 and short-range decay of the radial derivative), spec­
tral problems have been studied by Weidmann3 for spheri­
cally symmetric potentials, and by Ikebe and Saito' and La­
vineS for general potentials, with the common results that, 
again, the absolutely continuous spectrum coincides with 
the essential spectrum. 

In this paper we shall suppose that V is a spherically 
symmetric potential of the form: 

V (r) = a sinbr" + Vs(r), r = I x I ' 
,J3 

(1.2) 

where V S<r) is a short-range perturbation, a, b, a, /3 real 
constants, a> 0, /3> 0. We shall always assume that the re­
striction of H to Co (R n) (infinitely differentiable compactly 
supported functions) has a unique self-adjoint realization in 
L '(R n

), thus requiring certain regularity properties of V (to 
be specified in the body of the paper). However, the case 
a = /3 = 1, corresponding to von Neumann and Wigner's 
adiabatic oscillator, will always be included. 

a)Research partially supported by NSF Grants MCS78-02030 and MCS76-
04976 AO!. 

b)Present address: Department of Mathematics, University of Minnesota, 
Minneapolis, Minnesota 55455. 

Potentials of the type (1.2) have also been studied by 
Wintner, 6 Atkinson,7 Simon,8 Harris and Lutz,9 Dollard and 
Friedman 10 and others. In these papers various results about 
the asymptotic behavior of eigenfunctions at infinity, struc­
ture of the essential spectrum, boundedness of the set ofpos­
sible positive eigenvalues, and the existence of the MllIller 
wave operators have been obtained. 

Note that, if /3< 1, this is no longer a short-range poten­
tial and, moreover, since the derivatives of V may exhibit no 
better decay at infinity than Vitself, it does not belong to the 
family of long-range potentials mentioned above. 

Because our potential is radially symmetric, we can re­
duce the study of H to the study of ordinary self-adjoint 
differential operators on the half-line R + = (0,00). (This is 
done in Sec. 2 and the Appendix.) Our methods are based on 
obtaining asymptotic estimates for the solutions of Hu = zu, 
z complex (Sec. 3). The same scheme was followed by Dol­
lard and Friedman, II but their methods do not appear to be 
suitable for the derivation of the kind of asymptotic informa­
tion needed for a "limiting absorption principle" (with all its 
ramifications). Our asymptotic studies are based on the ele­
gantly elementary techniques proposed by Harris and 
Lutz. 12 In Sec. 4 we study the spectral properties of H. By 
means of a "limiting absorption principle" (roughly speak­
ing, the continuity of the resolvent "down" to the spectrum 
in an appropriate setting) we show that the essential spec­
trum of H is absolutely continuous, except for one possible 
eigenvalue, if a = 1. Using multiplicity arguments for ordi­
nary differential operators, we then show the unitary equiv­
alence of the absolutely continuous part of Hand -.J. In 
Sec. 5 we show the existence and completeness of the MllIller 
wave operators. The existence of these wave operators for 
potentials of the form (1.2) has already been shown by Dol­
lard and Friedman, 11 and we have essentially nothing new to 
add here, except for a few more values of a and/3. However, 
what we do have to add is the completeness of the wave 
operators. 

2. PRELIMINARIES 
As we noted in the Introduction, we shall be consider­

ing Schrodinger operators H = -.J + V(r) in L '(R"). We 
shall write the potential as 
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VCr) = VL(r) + V.Jr), 

V ( ) a sinb!'" ,/3 ° 
L r = ,11 ,a>. 

In the remainder of the paper we shall impose the following 
general assumptions on V: 

V(r)EL ~(O,oo), V(r)---+O as r---+ 00 , (VI) 

Vs(r)EL I (ro, (0), for ro sufficiently large, (V2) 

V(r)=O(r~2+'), £>0, as r---+O, (V3) 

f V(r)'r"~ Idr< 00. (V3') 

We note that (V3') follows from (V3), except for n = 1,2,3. 

As we shall point out in Sec. 4, these assumptions guar­
antee that the self-adjoint operator which is multiplication 
by the real potential V is relatively compact with respect to 
- Ll. In tum this guarantees that H I C 0' (R n) has a unique 

self-adjoint extension which we will again denote by H. 

The above assumptions will also suffice to prove the 
absolute continuity of the essential spectrum. However, in 
order to prove the unitary equivalence of the absolutely con­
tinuous part of Hand - Ll, and the existence and complete­
ness of the M011er wave operators, we will have to impose 
further restrictions on V. 

The following theorem, which characterizes H as uni­
tarily equivalent to the direct sum of one-dimensional differ­
ential operators, has appeared in various forms in the litera­
ture (see, e.g., Weidmann I., Dollard and Friedmanl'): 

Theorem 2.1: Let,uj = j(j + n - 2),j = 0,1,2, ... , be the 
eigenvalues of the Laplace~Beltrami operator on the unit 
sphere of Rn. Let H j be the ordinary differential operator on 
R • = (0, 00 ) given by 

H _ d 2 1 [ (n - 1)(n - 3) ] V( ) 
j - - dr' + -;; ,uj + 4 + r . 

Under the hypotheses (V I)-(V3 = ),ifI~ lorn> 3, theoper­
ator HjlC O'(R n) is essentially self-adjoint and we denote its 
self-adjoint extension by H j again. Forj = ° and n = 1,2,3, 
the formal operator Hjhas two boundary values at r = 0. For 
j = 0, n = 1,3 we use Ho to denote that self-adjoint extension 
which is given by the boundary condition limr_~ou(r) = 0. 
For j = 0, n = 2 we use Ho to denote that self-adjoint exten­
sion given by the boundary condition limr_+o 
rll2(logrt'u'(r) = 0. 

Under the above specifications'6 for the self-adjoint op­
erators ~,j = 0,1,2, ... , the direct sum of the H j , with H j , 

j=i=O, repeated 

2j + ~ - 2 (j ~ n - 3) 
J \ J - 1 

times, is unitarily equivalent to H. 

Since for our purposes the presentation of this theorem 
as given in the references mentioned above is incomplete, we 
shall present a proof of Theorem 2.1 in the Appendix. 
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The following theorem is easily seen to hold, and We 

shall leave the details for the reader. 

Theorem 2.2: Under the hypotheses and notation of 
Theorem 2.1 we have the following: 

(a) AER is an eigenvalue of H if and only if it is an 
eigenvalue of at least one Hj' 

(b) The essential spectrum of H contains the essential 
spectrum of each Hi' 

By this theorem, in order to study the spectral structure 
of H it suffices to study the spectral structure of each H j , 

j = 0,1, .. ·. An essential ingredient of studying the spectral 
structure of Hj are certain asymptotic lemmas which will be 
presented in the next section. 

3. ASYMPTOTIC ESTIMATES 

In this section we shall study the asymptotic properties 
of solutions of the equation 

- -- + VCr) + -'- u =zu, d'u ( v(j n») 
dr' r' 

(3.1) 

where z is in some complex neighborhood of a point in 
R' = (0,00), v(j,n) =,uj + (n - 1)(n - 3)/4, and VCr) is a 
potential of the type considered in Secs. 1 and 2. In this 
section we need only assume (V2) for V S<r); i.e., Vsis integra­
ble on (ro, 00 ), for some sufficiently large roo In case a = 1 we 
shall find it necessary to exclude thepointz, = b '/4 from the 
considerations of this section. In the sequel the reader should 
assume this is always the case, unless we make a statement to 
the contrary. 

Let zoER • and let n be a sufficiently small complex disc 
around Zo so that Olj}. In case a = 1 we shall also suppose 
that zi:fl, so that in particular zo=i=z,. Let us set 

n ± = {zEflI ± Imz>O}, 

Ii ± = {zEfl I ± Imz~O}, 
nR = {zEflllmz = O}. 

The main result of this section is the following lemma. 

Lemma 3.1: If a> 0, /3> 0, either 2f3 + a> 2 or 
2f3 - a > 0, and VsEL I(ro, (0), then for zEil' Eq. (3.1) has a 
solution rp.(r,z) having the following properties: 

(a) rp.(r,z) and rp '+ (r,z) are continuous on R 'x n'. 
(b) rp.(r,z)_e,V;-r, rp'+ (r ,z)-iY ze'v-;;, r---+oo. 

In particular, if we take 1m Y~ > 0, rp.(r,z) and rp '+ (r,z) de­
cay exponentially as r---+ 00. 

Proof Our proof will build on the techniques initiated 
by Harris and Lutz.'7 In what follows we shall always make 

the choice 1m Y~ > 0. Also in what follows we shall employ 
the following convention: 

X (r,z) shall denote a generic 2 X 2 matrix, continuous in 
z for each r, and such that there exists an ro > ° and a function 
x(r)EL '(ro, (0) which dominates X (r,z) for all zEil+, namely, 

I X (r,z) I <x(r), ZEn', r>ro. 

Equation (3.1) may be written equivalently as a first 
order 2 X 2 system in the form 
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( 

0 

v'(r,z) = 
VCr) + v(j,n)Jr1· - z 

(3.2) 

Because of the hypothesis made on V S<r), namely 
V s€L '(ro, (0), this may be written, using the above conven­
tion, as 

v'(r,z) = [( 0 0

1 

) + X (r,z)]v(r,z). (3.2') 

VL(r) - z 

We shall, at first, consider the case a + 2/3> 2, a;;d. 
Let us set 

and make the transformation v = Pw. An elementary com­
putation shows that Eq. (3.2') is transformed into the 
equation 

w'(r,z) = [Ao(z) + W(r,z) + X (r,z)]w(r,z), (3.3) 

where 

W(r,z) = VI. (r) 
2z (

-tV; 

Now set 

l 0 ql2(or,z») . 
Q(r,z) = 

2,(r,z) 

We shall suppose that Q is continuously differentiable in r 
and that Q (r,z)---+o as r~ 00. If we make the transformation 
w = (I + Q )y, then Eq. (3.3) is transformed (for all suffi­
ciently large r) into 

y'(r,z) = [Ao(z) + Y (r,z) + X (r,z)]y(r,z), (3.4) 

where 

(/+Q)Y=AoQ-QA o+ W+ WQ-Q'. (3.5) 

We now choose Q in an appropriate manner so as to simplify 
this equation as much as possible, namely, 

Q' =AoQ - QAo + W - diagW. 

This leads to the equations 

q'12(r,z) = 2iV;q12(r,z) + .~ VI. (r), 

, . - I 
q21(r,z) = - 21V zq'l(r,z) + -VL(r). 

2z 

A solution to (3.7a) is given by 

ql,{r,Z) = c(z)e2iv~r + ~e2iV~r Jr e - 2iV~sVL (s)ds, 
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(3.6) 

(3.7a) 

(3.7b) 

where we shall take c(z) to be 

c(z) = - ~ fC e - 2iS'VL (s)ds, s = ReV'; > O. 

The conditional convergence of the defining integral for c(z) 

is easily seen after an integration by parts. It should be noted 
that, if a = I, we get conditional convergence only if 
s*lb 1/2· The reader will see specific computations like this 
in the next few paragraphs. Thus we have 

qI2(r,z) = ~e2rv;;r[f e u'v/;,VI. (s)ds - LX e . 2it;, VI. (s)ds ]. 

(3.8) 

Next, a solution to (3.7b) is given by 

Q21(r,z) = d (zHe - 2iV~r 

+ ---e'- 2rVzr e2rvz' VI. (s)ds, I -Ir
-

2z r" 

where we shall take d (z) to be 

d (z) = _ ~ (OC e2iV~'VI. (s)ds. 
2z1 

Again, it is easily established that the defining integral for 

d (z) is absolutely convergent iflm V; > 0 and conditionally 

convergent if 1m V; = o. Thus we have 

q'l(r,z) = - ~ rx e -- 2'V~r(r _. ,) V
L 

(s)ds. (3.9) 
2zJ, 

For fixed r, QI2(r,z) and q21(r,z) are continuous in zEil+. 

This is immediate if we establish that c(z) and d (z) are con­
tinuous in h·. In order to handle the integral for c(z), we first 
write sin(bP) as a sum of exponentials and then perform an 
integration by parts using these exponentials. We have 

1
',· e t. iI>\" 

e 2';"'--ds 
r" ji 

= Lr e - lis' + i/J'''( _ 2iS ± iabsCL I)g(s,z)ds, 

whereg(s,z)= [s"+/J .. I(-2issl "±iab)l-I.Noticethat 
if a = I, we must excludez, = b '/4 so that we do not divide 
by zero. An integration by parts of the integral on the right 
yields 

2 ii. r" t ihr:: ( ) _ IX 2i;",± ih." dg(s,z) d" - e g ro,z e J. 

r ds 

Since we are taking a> 1, an elementary computation shows 
that dg(s,z)lds is 0 (1/sa + f-1, independent of ZEn:. Thus 
dg(s,z)/ds is dominated by an integrable function, indepen­
dent ofz, so that by Lebesgue's dominated convergence theo­
rem, c(z) is continuous in fl·. Exactly the same technique 
shows that d (z) is continuous in ?r. 

Our next objective is to get estimates on q,,(r,z) and 
q,,(r,z), namely, 

I ql2(r,z) I +- I q,t(r,z) I = 0 (max{-_I_, ~}). (3.10) 
!,tf1- 1 r 
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The easier one to deal with is q21(r ,z), and we start with it. We 
want to integrate the integral on the right-hand side of(3.9) 
by parts. As before, we replace sin(bt» by a sum of exponen­
tials. We then get 

(00 - e ± ibs" 
e - 2i'V-;' J e2i'Vzs ~ ds 

= _ e ± ibl"'h (r,z) _ e - 2iY-;' (00 e2iV'zs ± ibs" dh (s,z) ds, 
J ds 

where h (s,z) = [sa +fJ- 1(2iV;sl-a ± iab )]-1. From this 
we immediately get the estimate (3.10) for q21(r ,z). 

Next, we get the same estimate for qllr,z), but this is 
considerably more delicate. We rewrite (3.8) in the form 

q12(r,z) = - !e2iY-;, 100 
e - 2iSS VL (s)ds 

The first integral can be treated in exactly the same way that 
we treated the integral for q21' To estimate the second inte-

gral, let V; = t + ip, p>O, and again replace sin(bsU
) by 

sums of exponentials. Integrating by parts, we get 

I
, -e ± ibs" 
e - 2iYzs -- ds 

" f3 
= e - 2iY-;s ± ibs"h (s,z) I;, _ r e -- 2iY-;s ± ibs" dhd(S,z) ds. 

J~ s 

In the same way we have 

I
, . e ± ibs" 
e- 2Iss __ ds 

" f3 

(3.11) 

= e - 2iss ± ibs"g(S,z) I;, _ r e - 2iss ± ibs" dg(s,z) ds, 
1 ds 

(3.12) 

where g(s,z) is the same function that we considered in the 
proofthat c(z) is continuous. We now subtract. The integrat-

ed term evaluated at r and then multiplied by exp(2iV; r) is 

e ± ib'''[h (r,z) - e - 2W g(r,z)] = 0 (1/ya + fJ - I), 

independent of ZEn+. The integrated term evaluated at ro is 

easily seen to be 0 (P). so that this multiplied by exp(2iV; r) 
is estimated by 0 (uexp( - w» = 0 (l/r). 

It remains to estimate the difference of the integrals on 
the right-hand side of (3.11) and (3.12). This difference may 
be written as 

('e-2iS±ibS" {dh(S,Z)(e2I-'S_I) 
1 ds 

+ [dh (s,z) _ dg(s,z) lIdS. 
ds ds 

The integral of the second term in the integrand is easily 
estimated and is seen to be 0 (P). Thus when this is multi-
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plied by exp(2iV;r), this term is estimated by o (1/r). To 
evaluate the integral of the first term in the integrand we 
integrate by parts once more. An easy, if somewhat tedious, 
computation shows that this is estimated by 

( 21-") (1' 21-'5 1 ) o e +O(p)+O e fJ- ds. 
ya+fJ- 1 '" su+ +1 

(3.13) 

We now write 

I
r e211S - 1 1'12 e21-'S - 1 l' e21-'S - 1 
---ds= ds + ds. 

ro sa + fJ + 1 '" sa + fJ + 1 ,/2 Sa + fJ + 1 

If we apply the mean value theorem inside the first integral 
on the right, we see that it is estimated by 

1
'/2 e21-'S 

f." --ds. 
r" sa + fJ 

The second integral on the right is estimated by 

If we use these estimates in (3.13) and then multiply by 

exp(2iV; r), we see that we have (3.10) for QI2(r,z) also. 

Let us now go back to (3.5) and (3.6). Noting that 
(1 + Qtl = 1 - (1 + QtIQ, we have 

Y = diag W + (1 + Q tlQ diag W + (1 + Q tl WQ. 
(3.14) 

The matrix W is order of magnitude 1/,J3. Since we are sup­
posing that 2/3 + a> 2, it follows from (3.10) that the last 
two terms on the right in the expression (3.14) for Yare 
dominated by an integrable function which is independent of 
zED+. Thus we see that we may write (3.4) as 

y'(r,z) = [Ao(z) + diagW(r,z) + X (r,z)]y(r,z). (3.15) 

It is now possible to use (3.15) and Levinson's method to get 
asymptotic estimates ony(r,z). Before we do this, we want to 
transform (3.2') into a form like (3.15) in the case when 
2/3 - a> 0. Notice that when a < 1 and 2/3 + a> 2, then 
2/3 - a> 0, so when the lemma has been established for this 
latter case all possibilities will have been covered. 

In order to treat the case 2/3 - a> 0, we must transform 
(3.2') a little differently than we did previously. Let 

A (r,z) = iV z- VL (r) 

be an eigenvalue of the first matrix in (3.2'). If ZEn+ and ro is 
sufficiently large, then for r>ro, sgn ReA(r,z) = - sgn 

1m V; .;;;0. Let us set 

P (r,z) = ( 1 1) 
~ (r,z) - A (r,z) . 

We find that 

P-I(r,z)P'(r,z,) = ~ A '(r,z) (1 -11). 
2 A (r,z) _ 1 

Ifwe make the transformation u(r,z) = P(r,z)w(r,z), we get 

w'(r,z) = [Ao(z) + W (r,z) + X (r,z)]w(r,z), 
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where Ao(z) is taken as before and 

(

11 (r,z) - Ao(Z) 

W(r,z) = 

o 

(

-1 
1 A '(r,z) 

+ 2 A (r,z) 1 
(3.16) 

We now choose Q (r,z) as before and make the transformation 
w = (1 + Q )y. We are again led to formulas (3.5) and (3.6). 
However, this time we have 

, ... /- ) 1 A '(r,z) 
qI2(r,z) = 21 V zql,(r,z + - ---, 

2 A (r,z) 

, ... riA '(r,z) 
q21(r,z) = - 21 V zqzl(r,z) + - ---. 

2 A (r,z) 

(3.17a) 

(3,17b) 

We can now proceed exactly as we did before, but using 
A'/A in place of VL • Exactly analogously to (3.8) and (3.9) we 
get now 

X [ fr -- 2i\/~\ A '(s,z) d foc- 2ii;s A '(S,Z)] d e --- s - e - --- s, 
~ A~A ~ A~A 

q'l(r,z) = - ~foo e - 2iV~(r - 5) A '(s,z) ds. 
2 r, A (s,z) 

We now note that 

A '(r,z) 

A (r,z) 

V~(r) 

V~ (r) = aba cos(br') _ a/3 sin(br') . 
yi3--a+ I rl +/3 

Since the second term of V ~ is integrable, we may relegate this 
part of the W matrix to the X term, so that we are working 
only with the term aba cos(br')r'- (3 - I. In getting esti­
mates on ql, and q'l! it is enough to suppose that a < 1, since 
a;> 1 and 2/3 - a >0 implies a;> 1 and 2/3 + a> 2, which has 
already been worked out previously. 

In this case we get the estimate 

I q12(r,z) I + I q,l(r,z) I 

= o (max { 1 ,~}, a<l, 2/3-a>0. (3.18) 
yi3- a + 1 r 

Let us indicate the details of the estimate for q'l> which is the 
easier case, Noting the form of qZI, A' / A, and V~, and taking 
account of the above remarks, we replace cos(br') by the 
sum of exponentials and integrate by parts. We have 
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where 

h (s,z) = {sf3 - at 1(2iY; ± iabsa - I)[Z - VL (s) rl}. The 
function h (s,z) is order of magnitude 0 (sa (3 -- I) so that the 
integrated term above is of this order of magnitude. The 
derivative of h (s,z) has terms of order of magnitude 
o (s"- /3- 2) and a term of the form 0 (s,(a (3 - I» 

X [z - VL(s)r', where 0 (s2(a (3-I»hasaderivativeofor­
der of magnitude 0 (s2(a - (3) . 3) provided a< 1, The terms 
o (s'" /3- 2) integrate out to terms of order of magnitude 
o (r" . (3- I). For the second mentioned term we integrate by 
parts one more time. We get terms which integrate out to 
order of magnitude 0 (r,(a - (3 I» and a term under the inte­
gral sign of order of magnitude 0 (sl(a -- /3 1 ». This latter 
term integrates out to a term 0 (rJ(a- (3) .- 2). Thus we have 

( 
1 1 l' 

q21(r,z) = 0 yi3_ a + I + r,((3- a + I) + r,((3-a) + 2) 

Now, if a < 1, then/3 - a + 1 >/3> 0 and 
3(j3 - a) + 2 = 2/3 - a + 2(1 - a»Oif2/3 - a>O. Thus 
we see that we have (3.18) in this case. The proof of the esti­
mate (3.18) for q12 in this case proceeds exactly as the proof of 
the estimate for q12 in (3.10), and we shall not burden the 
reader with the details. 

From (3.16) we see that W is of order of magnitude 
max! 1/yi3, 1/11 a +- I], as r----+ 00, Thus from (3.18) it follows 
that QW is order of magnitude max [ 1/yi3 + I, 1/;2(3 a + I, 
1/ yi3 (t + 2 J, 1/ r'({] - a t I) J. Now, for a < 1, 2/3 - a > 0 im­
plies /3 - a + 2 > 1 and 2(j3 - a + 1) > 1. Hence Q W is 
bounded by an integrable function which is independent of 
ZEn+. Going back to (3.14), we see that we have (3.15) in this 
case as well. In both cases diag W is conditionally integrable 
and goes to zero as r-~oo, independent ojzEfl+. In the second 
case we must restrict ourselves to a < 1 in order for this to 
happen. However, as we have already pointed out, we may 
do so without loss of generality. 

We now use Levinson's's method to find the solution 
required by Lemma 3.1. Let us set 

A,(r,z) = iY; + Wll(r,z), 

A,(r,z) = - iY; + W,,(r,z). 
(3.19) 

Since diag W-"O as r---). 00, we see that there is an ro so tht for 
r;>ro and ZEn., 

Re[A,(r,Z) - A,(r,z) 1 

= -2ReY;+Re[W,,(r,z)- W 22(r,z)] <0. 

Let B be the Banach space of two-dimensional complex vec-
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tor valued functions/(r,z) continuous on [ro, (0) XJ1+ and 
with the norm 

where we are using any convenient norm for complex vec­
tors. Let us set 

Let r:B-B be the transformation given by 

(rl)(r,z) = - f" 4f/ (r,z)4f/- I(s,z)X (s,z)f(s,z)ds. (3.20) 

It is a relatively simple matter [using Re(AI - A2)<0] to get 
the estimate 

JexP( - LAI)(Ff)(r,z) I <f" IX(s,z) Ids"I" 

<f'" x(s)dsl//"· (3.21) 

We are choosing the matrix and vector norm so that we have 
I X (s,z)f(s,Z) I < I X (s,z) I I/(s,z) I· Otherwise we get the in­
equality (3.21) up to a multiplicative constant. At any rate if 
we choose ro sufficiently large we get /lr,,<!. 

Let tPI(r,z) be the vector which is the first column of 
4f/(r,z). Clearly tPIEB, and thus the function 

(3.22) 

also belongs to B. It is a straightforward verification that 
O(r,z) satisfies the differential equation (3.15). Now 
o - tPl = re, so that 

exp( - L/LW - el = exp( - fA1)rO, e1 = (1,0). 

From the estimate (3.21), it is immediate that the term on the 
right goes to zero as r- 00, independent of zEii·. 

Let us now transform O(r,z) back to get a solution of 
(3.2). Ifwe normalize this solution by the multiplicative con­
stant exp [S; W11(r,z)] and take the first component, we have 
a solution of (3.1) on [ro, (0) X fl· which satisfies all of the 
conditions of Lemma 3.1. Clearly, by standard techniques 
we can extend this solution back to the origin so as to get a 
solution on R • X fl· which satisfies all of the conclusions of 
Lemma 3.1. 

Lemma 3.2: Under the hypotheses of Lemma 3.1, for 
ZEn R there exist two linearly independent solutions, 
1]t (r,z) and 1]/ (r,z) so that as r-oo 

(3.23) 
d1]/ (r,z) ... /- _ iVzr 
----- -IV ze . 

dr 

Proof We have already obtained 1]1+ in Lemma 3.1. 
The solution 1]t is obtained in the same way. More precise-
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ly, let BI be the Banach space of complex vector valued func­
tions/(r,z) with 

1//11 = sup I/(r,z) I, 

and let r1:B1-BI be the map 

(r J)(r,z) = - 1"" 4f/(r,z)4f/- I(s,z)X(s,z)f(s,z)ds. (3.24) 

Noting that, for z real, ReA1(r,z) = ReA 2(r,z) = 0, we find 
that if ro is sufficiently large /lrt/I <!. 

Now let tPl be the vector which is the first column of 4f/ 
and tP2 be the vector which is the second column of 4f/, Clearly 
tPl> tP2EB I' Now set 

(3.25) 

Transform the functions (Jir,z) back to get solutions of(3.2). 
If we suitably normalize these latter solutions and take their 
first components, we have the solutions 1]t and 1]2+ of the 
lemma. 

Notice that the solution O(r,z) which was obtained in 
Lemma 3.1, when restricted tonR , is the solution Ol(r,z), and 
that cp.(r,z) when restricted to n R is 1] 1+ (r,z). 

We shall now study the asymptotic behavior of solu­
tions of (3.1) near the point r = 0. The following result is well 
known (see Kodaira, 19 Dollard and Friedman20

,) but we shall 
give a proof here for completeness. 

Lemma 3.3: Let (V3) hold, r> - ! be a solution to 
r(y + 1) = v(j,n), and let n be a bounded domain in the 
complex plane. Then for every zEfl Eq. (3.1) has a solution 
1]°(r,z) having the following properties: 

(a) 1]°(r,z) and d1]°(r,z)/ dr are continuous on R • X nand 
for each r are analytic in z, 

(b) 1]°(r,z)-rY+ 1 as r_O, 

d1]°(r z) 
(c) limr _orI/2(logrtl dr' = ° if Y = -!. 

Proof Equation (3.1) may be written in the form 

~ (y2<Y+ I) ~ (r- <Y+ lJU») = rY+ 1 [V(r) - z]u. 
dr dr 

If we let w(r,z) = r- <Y+ I)U and q(r,z) = r[V(r) - z], then 

:r (?<Y+ I) :r w(r,z») = ?Y+ Iq(r,z)w(r,z). (3.26) 

Because of the hypotheses (V 3), it is clear that q(r,z) is inte­
grable near r = 0, and indeed there is an E, ° < E< 1, such that 

f I q(s,z) I ds< CrE, 

where C is independent of z in n. 
Let ro> ° be sufficiently small so that 

C 1r

"s - 1 + 'ds<!, 

and let B = 2"""(O,ro) the space of bounded Borel measur­
able functions on (O,ro) with the usual supremum norm. For 
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each zEfllet r(z) be the operator on B-+B defined by 

[r (z)g ](r) = Is -2(r+ 1) f t 2y + lq(t,Z)g(t )dtds. 

(3.27) 

By the way we have chosen ro it is clear that IIrll <~. Let 
tf;(r) = 1 in [O,ro] and let 

w(r,z) = [I - r (z)]-ltf;(r) 
= I + r (z)[1 - r (z)]-ltf;(r). 

Since, for every gEB, r(z)g(r) = 0(1) as r-+O, it follows that 
w(r,z) = I + o( I) as r-+O. The operator valued function r (z) 
is analytic in.a, and the analyticity and continuity properties 
of w(r,z) follow immediately from this. Clearly, w(r,z) is a 
solution of (3.6) in (O,ro] and can be extended to R + X.a with 
the same continuity and analyticity properties so as to be a 
solution of (3.6) on R + for each zEfl. If we now take 
1l0(r,z) = r Y + lw(r,z), we have proved (a) and (b). 

To prove (c), we note that 

d1l0(r,z) 
---!~~ = ir'l2w(r,z) + rll2w'(r,z). 

dr 

Noting that w' = (rw), we see that w' = 0 (r - 1 + l as r-+o. 
Since w is bounded in a neighborhood of zero, we have (c). 

4. THE SPECTRUM OF H 

Let us recall that if A is a self-adjoint operator, then its 
essential spectrum (Te(A ) is the spectrum of A with the isolat­
ed eigenvalues of finite multiplicity removed. Let us also 
recall that if B is a symmetric operator and B is relatively 
compact with respect to A, then A + B is self-adjoint and 
(Te(A ) = (TiA + B). We refer the reader to Kato" and 
Schechter22 as general references on this material. 

In this paper we are taking A to be the self-adjoint real­
ization of -..:1 and B to be the operator which is multiplica­
tion by the real potential V. The underlying Hilbert space is, 
of course, L '(R n). There are well·known sufficient condi­
tions that Vbc relatively compact with respect to -..:1 (see, 
e.g., Schechter']). For VEL ~oc(R n) these conditions are 

s~pti<IV2(x-Y)lxII1 ndx<oo, 0<,u<4. 

( V'(y-x)dx-+O, as lyl-+oo. 
Jixl < 1 

These conditions will be satisfied if V (r) satisfies (V I), (V 3), 
and (V 3'). Thus the essential spectrum of H = -..:1 + V is 
the same as the essential spectrum of -..:1, namely R 0+ 

= [0,00). 

If we expand H into the direct sum of the operators Hj as 
stated in Theorem 2.1, then by Theorem 2.2(b) it follows that 
the essential spectrum of each Hj is contained in R 0+ . In fact, 
it is equal to R 0+ as shown by the following lemma. 

Lemma 4.1: Under the hypotheses (V I), (V 3), and 
(V 3'), the essential spectrum of Hp j = 0, I ,2,.··, is R 0+ 

= [0,00). 
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Proof By the remarks made above we have only to show 
that the essential spectrum of Hj contains R 0+ • Let H f) and 
H?) be any self-adjoint realizations of the restrictions of the 
formal differential operator Hj to the intervals (0,1) and 
[1,00), respectively. By Theorem XIII.7.4 in Dunford and 
Schwartz,24 we have 

(T (H) = (T (H(I»U(T (H(2» 
eJ eJ eJ' 

But by Corollary XIII. 7.13 in Dunford and Schwartz'5 we 
have 

implying that R 0+ k(Te(H;). 

In order to give the main theorem of this section, we 
shall briefly recall the meaning of the absolutely continuous 
spectrum of a self-adjoint operator. Let A be a self-adjoint 
operator defined in a Hilbert space ~ and E (d)" ) its canoni­
cal spectral measure. The subspace ~ac(A ) of absolute con­
tinuity is the collection of uElJiP so that the measure 
(E (d)" )u,uHsabsolutelycontinuous with respect to Lebesgue 
measure. The closed subspace ~ac(A ) reduces A to a self­
adjoint operator Aac' The spectrum of Aac called the abso­
lutely continuous spectrum of A and is denoted by (Tac(A ). 
We note that the absolutely continuous spectrum may have 
eigenvalues of A embedded in it. Another definition of the 
absolutely continuous spectrum if sometimes given as (T aiA ) 
with all the eigenvalues removed. The definition we have 
adopted appears to be more popular at present. 

Theorem 4.2: Under the hypotheses of Lemmas 3.1 and 
4.1, if a=j= I, the operator H has no eigenvalues in (0, 00 ), and 
if a = I, it has at most one eigenvalue in (0,00) at b '/4. The 
space of absolute continuity of H is the orthogonal comple­
ment in L '(R n) of the subspace generated by the eigenvectors 
of H. Thus (Tac (H) = [0,00). 

Proof We have already noted that (TiH) = (Ti -..:1 ) 
= [0,00) and that Hie 0' (R n) is essentially self-adjoint. Let 

E (d)" ) be the canonical spectral measure of the self-adjoint 
realization of H. Assuming that the first statement in the 
theorem is true, in order to prove the remaining statements, 
it is enough to show that, for every fEI. " the measure 
(E (d)" }iJ) is absolutely continuous when restricted to any 
compact interval in (0,00 ) which avoids an eigenvalue of H. 

From Theorem 2.1 we know that H is unitarily equiv­
alent to a direct sum of ordinary differential operators Hj 

defined on (0,00). The asymptotic estimates of (3.24) (in the 
proof of Lemma 3.1) show that if a=j= 1 or if z=j=b '/4, then H j 

cannot have the eigenvalue z for j = 0,1,2,. ... Thus the first 
statement of Theorem 4.2 is true. 

The canonical spectral measure E (d)" ) of H is unitarily 
equivalent to the direct sum of the canonical spectral mea­
sures Eid ).,) of Hi' In order to show that (E (d)" }i J) is abso­
lutely continuous on a compact interval for every fEL '(Rn), it 
is enough to show that this is true for a dense set in L 2(R n). 
Thus it is enough to show that each measure (Eid)., }iJ) is 
absolutely continuous on every compact interval (which 
avoids the possible eigenvalue) for allfEL '(R+); and for the 
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latter it is enough to prove it for a dense set in L 2(R +), say 
Co(R +), the space of compactly supported continuous func­
tions on R +. 

We follow the argument given in Ben-Artzi. 26 For 
Imz:j=O let R (z) = (Hj - ZJ)-l be the resolvent for Hj' For 

) . h 
r,sER .. let Kir,s;z) be the resolvent kernel for ~, I.e., t e 
kernel which satisfies 

R/z}f(r) = L,Kk,s;Z}f(S)dS, fEL2(R+). (4.1) 

There is a well-known formula (the Stieltjes inversion for­
mula) which connects the spectral measure of H j with its 
resolvent given by ([Ao,A] avoids b 2/4) 

(E/[Ao,A ])u,U) 

= lim 1- ('< Im(R/1l + i€)u,u)d/1-
E-~O + 1T jAo 

= lim 1- fA 1m f K/r,s',fl + i€)u(s)ii(r)dsdrd/1-. 
E~O + 1T jAo jR 'xR' 

(4.2) 

From well-known results of the theory of ordinary dif­
ferential equations, K/r,s;z) is continuo~ on R + X R + xC + 

(see Dunford and Schwartz27). Suppose {} + avoids a possible 
eigenvalue of Hj and suppose that Kir,s;z) can .!?e extended 
continuously from R + X R + X {} + to R + X R + X {} +. If uECo(R +), 

then in (4.2) we may interchange the limit and the integral. 
This shows that (E/dA )u,u) is absolutely continuous on {} R' 

In order to show t~at Kj (r,s;z) may be continuously 
extended to R + X R + X {} + we shall exhibit an explicit formula 
for K j . Toward this end we recall the following well known 
fact (Dunford and Schwartz28). If L is a second-order sym­
metric differential operator defined on an open interval I and 
if c is an end point of I at which L has no boundary values, 
then for every z the dimension of the space of solutions to 
Lu = zu which are square integrable near c is one. This re­
mark applies to the end points ° and 00 of R + for all Hj except 
at the end point ° andj = 0, n = 1,2,3, as noted in Theorem 
2.1. According to Theorem 2.1 boundary values have to be 
added at zero to the definition of H o in these exceptional 
cases. These boundary values are satisfied by the solution 
7]°(r,z) of Lemma 3.3, and indeed there is no other linearly 
independent solution of Hou = zu which satisfies these 
boundary conditions and is square integrable near zero. 

Using these remarks and Corollary XIII. 3.15 from 
Dunford and Schwartz,29 we see that the following explicit 
formula for K/r,s;z) holds for zEf1 +: 

K/r,s;z) = 

( 

cp+(r,z)7]°(s,z) 
Wz<cp., 7]0) , 

7]°(r,z)cp+(s,z) 
Wz(cp., 7]0) , 

(4.3) 

where Cp+ and 7]0 are the solutions obtained in Lemmas 3.1 
and 3.3, respectively, and WZ<CP+,7]°) is the Wronskian of 
cp+(r,z) and 7]°(r ,z), which by the standard theory of differen­
tial equations is independent of r. 
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By Lemmas 3.1 and 3.3 we know that cp+(r,z), 7]°(r,z) and 
their first derivatives can be extended continuously. Hence 
by (4.3) we will be done if we can show that 

Wz(cp+,7]°) = W(cp+(r,z),7]°(r,z»:j=O, zEf1R • (4.4) 

Suppose, to the contrary, that there exists a AoEf1 R so that 
WAJCP+,7]°) = 0. This implies that cp+(r ,Ao) and 7]°(r ,Ao) are lin­
early dependent. It follows that there exists a nonzero S so 
that 

7]°(r ,Ao) = Scp+(r ,Ao) = g(r). 

We now compute W(g,g) which we have already noted is 
independent of r. Since 7]°(r,A) is a real function for reaiA, it 
follows that W(g,j) = WAJ7]°,7]°) = 0. On the other hand, 
using Lemma 3.1 and the fact that W (g,g) is independent of 
r, we get 

This is a contradiction, which establishes (4.4) and completes 
the proof of the theorem. 

Corollary 4.3: Under the hypotheses of Theorem 4.2, 
uac(H) = [0,00), j = 0,1,· ... 

Proof: An immediate consequence of Lemma 4.1 and 
the proof of Theorem 4.2. 

We now turn to the study of the spectral multiplicity of 
the operator H j • We recall that if A is a self-adjoint operator 
in a separable Hilbert space dY, then there is a countable set 
of measures [/1-d defined on the Borel field of R, and a uni­
tary operator Ufrom dY into the direct sum~;n ffJ L 2(p,k) so 
that (UAfMA) = A(UfMA), l<k<m. Themeasure/1-k + 1 is 
absolutely continuous with respect to the measure /1- k and m 
may take on any positive integer value or infinity. The num­
ber m is called the spectral multiplicity of the operator A. In 
case A is a second order ordinary differential operator, its 
spectral multiplicity is at most 2. We refer the reader to Dun­
ford and Schwartz,'O Chap. X.5 and Chap. XII.3, as a gener­
al reference for spectral multiplicity theory and to the same 
source, Chap. XIII.5, for the special spectral theory associ­
ated with second-order ordinary differential operators. 

When A is the ordinary differential operator Hp there 
exist kernels Wdr,A), k = 1,2, measurable with respect to 
the Borel field of R + X R, for each fixed A are twice differen­
tiable, a.e. Lebesgue, and so that considering Hj as a formal 
differential operator 

(4.5) 

Moreover, Wt(r,A ) and Wlr,A ) are linearly independent al­
most everywhere in A with respect to the measure /1-2, and for 
every compactly supportedfEL 2(R +) 

(Uf)k(A) = l"'f(r)Wk (r,A)dr, a.e. -Ilk' (4.6) 
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All of these facts may be found essentially in the reference 
quoted at the end of the last paragraph. 

Let now n be a bounded domain in the complex plane. 
By the discussion in the proof of Lemma 3.3 we can choose 
ro> a small enough so that the mapping r(z) defined there 
will satisfy Ilr(z)11 <! for every zEfl. Define H?) to be the 
restriction ofthe formal differential operator H j to (O,ro]. Ifj 
and n do not take the exceptional values delineated in Theo­
rem 2.1, and if we impose the boundary condition u(ro) = 0, 
then H?) becomes self-adjoint. Iffor the exceptional values 
ofj and n we also impose the boundary conditions given in 
Theorem 2.1, thenH?) becomes self-adjoint forj = 0,1,2,· ... 

Let rt(r,z) be the solution obtained in Lemma 3.3 and 
let u(r,z) be a nontrivial solution to Hp = zu with 
u(ro,z) = O. Supposej and n do not take on the exceptional 
values of Theorem 2.1. If uEL 2(0,ro), then since the space of 
solutions to Hp = zu which are square integrable near zero 
is one-dimensional, we must have that u is a scalar multiple 
of 11°. We can make this scalar multiple equal to 1 by choos­
ing du(ro,z)! dr = d11°(ro,z)! dr. Thus we see that there can be 
only a finite number of z in n where u(r,z)EL 2(0,ro). Other­
wise, since u(r,z) and 11°(r,z) are analytic in z, they would 
coincide in all of n. This is impossible for nonreal z since 
H j I) is self-adjoint. In this argument we have overlooked the 
fact that there may be a sequence of z converging to the 
boundary of n where u(r,z) and 11°(r,z) coincide. However, 
this is easily taken care of by initially choosing a slightly 
larger domain. We have thus proved the following for the 
nonexceptional values ofj and n. 

Lemma 4.4: Under the hypotheses of Lemma 4.1, HjI) 
has at most a finite number of eigenvalues in any bounded set 
in the complex plane. 

For the exceptional values ofj and n, as we pointed out 
above, we also impose an additional boundary condition at 
zero. As is well known, the self-adjoint operator H?) defined 
in this way has a compact resolvent. Thus we have the 
lemma in this case also. 

Lemma 4.5: Under the hypotheses of Lemma 4.1 but 
with the more stringent requirement that 
VCr) = 0 (r- 3/2 + <)as r-+O, €> 0, thespectrumofHjI) con­
tains only eigenvalues. 

Proof Let ZEn which is not in the point spectrum of 
HjI). We shall show that z is in the resolvent set of HjI). 
Toward this end letlEL 2(0,ro). We shall find a function u in 
the domain of H?) so that 

(HjI) -z)u =/ 

Referring to the proof of Lemma 3.3, we see that the last 
equation is equivalent to 

!!...(r(Y+I) dW) =ry+lqw+ry+lJ, 
dr dr 

where q(r,z) = reVer) - z), w = r -- (1' + I)u, and 
y(y + 1) = v(j,n), y>O. In integral equation form, this last 
equation may be written as 
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w(r,z) = -- t 21' + lq(t,z)w(t,z)dtds i
r 

1 is 
r" S2(y+ I) ° 

i
r 

1 is + --I t Y+ 1j(t)dtds. 
r" S2(y+ ) ° (4.7) 

Let L be the Hilbert space of functions on (O,ro) normed 
by 

Ilglli = f" Ig(s) 12s2(Y+ I)ds. 

Let 

F(r) = -- t Y+ 1j(t)dtds. i
r 

1 is 
'"S2(y+l) ° 

This is a continuous map from L 2(0,ro)-+L; i.e., 

1IFIIL<ClI/IIL'(o",,). (4.8) 

Indeed, we have 

I r(Y+ I)F(r) I < I ir 

_1_ f't 1'+ 11/(t) I dtdsl 
r" s(y+ I) Jo 

< I i' __ 1_ 1 i 2y + 3)/2 ds I 
(1'+ I) .. / 

'" S V 2y + 3 
I 

1 (''' 
X II I II L '(0",,)< .. / Jc s

l12
dsll I IlL '(O,r,,)' 

V 2y + 3 ° 
From this, of course, (4.8) is immediate. 

We now proceed as in Lemma 3.3. Let r(z) be the map­
ping from L to L given by 

r(z)g(r) = -- t 21' + Iq(t,z)q(t)dtds. i' 1 is 
r" S2(y+ I) ° 

(4.9) 

Recall thatq(t,z) = t (V(t) - z). By our assumption on V(t) 
we see that q(t,z) = 0 (t - 112 + <) as t-o, independent of z in 
n. If we use this in (4.9), an elementary calculation shows 
that we get the pointwise estimate 

I r(1' + I) r (z)g(r) I = 0 (r~)llgIIL' 

Thus it follows that 

Ilr (z)gIIL <Cr~' + €llglb 
so that if ro is sufficiently small, Ilr(z)11 <!, independent of z 
inn. 

Equation (4.7), which can be written as (J - r)w = F, 
can therefore be solved uniquely for wEL, w = (J - rtlF. 
By (4.8) we have 

Ilwil L «,C IIF IlL <c 1I/IIL'(o,r")' 
Since u = ,<y +- I)W, we have 

IluIIL'(o,r,,) = II WilL> 
so that the last inequality becomes 

Ilulli. '(o,r,,)<C II IIIL '(O,r,,)' 

We have thus found a solution u of (H)1) - z)u = J, 
which is square integrable on (O,ro]. But, in order that u be­
long to the domain of H jI), it must also satisfy u(ro) = o. This 
can be accomplished by adding to u the function c11°(r,z), 
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which was obtained in Lemma 3.3 as a solution of 
(Hj - z)u = O. Notice that 1]°(O,z)*O since z is not an eigen­
value of HP). By adjusting the constant c we can ensure that 
u(ro) = O. 

In casej = 0 and n = 1,2,3, the above argument is not 
valid. However, as we pointed out before, if we add an addi­
tional boundary condition at zero, then H&I) has a compact 
resolvent so that the spectrum consists only of eigenvalues. 

Lemma 4.6: Under the hypotheses of Lemma 4.S the 
spectral multiplicity of Hpj = 0,1,2, ... , is equal to 1. 

Proof Let Wk(r,A.) be the kernels of (4.S) and Uthe 
representationofL 2(R +)ontoL 2(;.11) (f) L 2(;.12) which is given 
by (4.6). As before, let H jl) be the restriction of the formal 
differential operator ~ to an interval (O,ro] and let A be an 
interval on the real axis so that aeCHjI»nA = 0. According 
to Theorem XIII.6.13 of Dunford and Schwartz,'1 for Ilr 
almost all AEA, Wk(r,A.)EL 2(0,ro), k = 1,2. Lemma 4. S im­
plies that the last statement is true for every bounded interval 
A in R. The above-mentioned theorem also says that Wk(r,A ) 
must satisfy, for Ilk-almost all AEA (if ae(Hjl)nA = ifJ) the 
boundary condition at zero defining the self-adjoint operator 
Hp if such a boundary condition is needed. 

Ifwe combine the above remarks with Lemma 3.3, we 
conclude that, forllk-almostallAEA, Wk(r,A. )isascalarmul­
tiple of 1]°(r,A.). This means precisely that there are Borel 
measurable sets A I! A2~A, so that Ilk(A k) = Ilk(A ) and 
Wk (r,A. ) is a scalar multiple of 1]°(r,A. ) for AEA k' Since 112 is 
absolutely continuous with respect to Ill! it follows that 
1l2(A I) =Il,(A), sothat,ulA lnA 2) =,u2(A). Further, there is 
asetA,~A so thatlllA,) = Il/A )and WI(r,A. )and Wk,A) 
are linearly independent for AEA,. Thus on A lnA 2nA), 
WI(r,A. ) and W2(r,A. ) are linearly independent and are scalar 
multiples of each other. This is impossible unless,u, = O. 
That 1l1*0 follows from the fact that Hj has a non void 
spectrum. 

Corollary 4.7: Under the hypotheses of Lemma 4.S the 
spectral multiplicity of (H)ac,j = 0,1,2,···, is equal to 1. 

Proof Suppose that A is a self-adjoint operator which is 
reduced by a subspace to a self-adjoint operator AD. The spec­
tral multiplicity of AD is.;;; the spectral multiplicity of A. The 
corollary is now an immediate consequence of this fact and 
Lemma 4.6. 

Suppose now that A and B are self-adjoint operators 
with the same spectrum and both having multiplicity 1. 
Then A and B are unitarily equivalent to the operator of 
multiplication by A in L '(a'll A) and L 2(a,,u B)' respectively, 
where a = a(A ) = a(B). Moreover, if Il A and Ils are abso­
lutely continuous with respect to each other, it is clear that A 
and B are unitarily equivalent. In our case this leads to the 
following conclusion: 

Theorem 4.8: Under the hypotheses of Theorem 4.2 and 
Lemma 4.S the operator Hac is unitarily equivalent to -.d. 

Proof LetHj,o = Hj - VCr). By Corollary 4.3, 
a ac(Hj,o) = a ac(H) and by Corollary 4.7, both operators 
have spectral multiplicity I. Let Ilo and Il be the measure III 
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of the proof of Lemma 4.6, corresponding to Hj,o and Hj, 
respectively. We know from Theorem 4.2 that both ofthese 
measures are absolutely continuous with respect to Lebes­
gue measure dA. To show that dA is absolutely continuous 
with respect tOil, we observe that if this is not the case, there 
exists a setA ~R + with positive Lebesgue measure such that 
the Radon-Nikodym derivative d (E (A )u,u)1 dA = 0 for ev­
ery uEL 2(R ',dA) and a.e. dA in A. This contradicts the for­
mula preceding (S.6), or (S.6). Thus Ilo and Il are absolutely 
continuous with respect to each other. If we apply Theorem 
2.1 the proof is complete. 

Remark: Our analysis, specifically Theorem 4.2, shows 
that when a = 1, and under suitable restrictions on /3, 
a.(H)nR + can have at most one eigenvalue at b 2/4. Accord­
ing to Theorem 2.2 of Harris and LutzJ2 [with condition (iii) 
appropriately corrected] theequationHp = (b 2/4)u has two 
linearly independent solutions U I and U 2 so that as r-+oo 

ul(r)-sin!br, uk)-cos!br, for /3> 1, 

ul(r)-r- a/2b sin!br, u2(r)-r a/2b cos!br, for /3 = 1, 
I -{3 . 'b ul(r)-e - (a/b)r sm2 r, 

1-{3 'b .. ulr)_e(a/b)r cos2 r, lor /3 < 1. 

Thus when/3> 1 we see that a.(H)nR + can have no eigenva­
lues, which is expected since this is the case of a short range 
potential. When/3 = 1, there is no eigenvalue when lalb I.;;; 1. 
When lalb I > 1, there is the possibility of an eigenvalue. 
However, if Hj has no boundary values at zero, the solution 
which is square integrable at infinity must also be square 
integrable zero. If, e.g.,j = 0 and n = 3, then Ho has two 
boundary values at zero, so that all solutions are square inte­
grable at zero. In this case any solution which is square inte­
grable at infinity is also square integrable at zero. But it must 
also satisfy the boundary condition u(O) = O. Thus we have 
not been able to draw any conclusions as to the actual exis­
tence of eigenvalues (but see von Neumann and Wigner"). 

5. EXISTENCE AND COMPLETENESS OF THE 
WAVE OPERATORS 

The M011er wave opoerators for H = -.d + VCr) are 
defined by 

(S.l) 
t -l> ± 00 

We recall that if these operators exist, then the scattering 
operator 

(S.2) 

is unitary if and only if the range of W. is the same as the 
range of W_. Moreover, the scattering operators are called 
complete if they have a common range equal to L 2(Rn)ac' the 
space of absolute continuity for H. 

Theorem S.I: Assume the hypotheses of Lemma 4.S but 
with the following more stringent requirements: 

(a) V sCr) = 0 (r- 3/2 + ') as r-+oo, E> 0, 
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and anyone of the following conditions: 

(i) 

(ii) 
(b) 

(iii) 

(iv) 

(3 + a>2 and (3)!, 

(3 + a < 2 and 2(3 + a > ~, 
2 

(3 - a>O and (3)!, 

(3 - a < ° and 2(3 - a> -- !. 

Then the wave operators exist and are complete. 

Proof In order to prove the existence and completeness 
of the wave operators, it is enough to prove that the wave 
operators 

W + l' itH, - itHJ•o . - ° 1 2 )- = S - 1m e e ,J - , , ,"', (5.3) 
t_± 00 

exist and are complete, where Hi,o = Hi - VCr). Let EidA) 
and E J(dA ) be the canonical spectral measures of Hi and 
H).o, respectively. In order to prove that (5.3) exists, it is 
sufficient to prove that, for every compact interval 
A <: (0, 00 ) which does not contain the possible eigenvalue 
b '/4, the wave operators 

W ± (A) - _ l' itH, - itH,.o EO(A) ) -s 1m e e ,) , 
t--+ ± oc 

j = 0,1,2,. .. , 

(5.4) 

exist. Let us make the convention that in what follows when 
we speak of an interval A it is always of the type considered 
above. 

By Theorem 4.2, the subspace of absolute continuity of 
Hi is the orthogonal complement of the space generated by 
its eigenvectors. Hence, in order to show the completeness of 
the wave operators, it is enough to show that for every A 

Range( ~(A » = E/A )L '(R +), (5.5) 

where the latter is the subspace of absolute continuity of Hi' 

In Lemma 4.6 we showed that the spectral multiplicity 
of Hi is 1. This means that there is only one component in the 
direct sum spectral expansion for H) and consequently one 
function W(r,A.) which gives the unitary map (4.6) from 
L '(Rn) ontoL '(P). For any compactly supportedf,gEL '(R +) 
we have 

Ifwe use Theorem 4.2 again, we see that df1, when restricted 
to the Borel field of A, is absolutely continuous with respect 
to Lebesgue measure; i.e., df1 = W(A )dA. Consequently, we 
see that the measure generated by (EiA )fJ) is absolutely 
continuous with respect to Lebesgue measure. If we denote 
its Radon-Nikodym derivative by d (E (A )fJ)/dA, we have 

d (E (A )f J) = W(A ) f f(s)!(t ) W (t,A. ) tv (s,A. )dsdt. 
dA JWXR' 

On the other hand, using formula (4.2), we have 

d (E (A )f J) = ~Im f Kir,s;).. )f(s)!(r)dsdr. 
dA 1T JWXR' 

604 J. Math. Phys., Vol. 20, No.4, April 1979 

Hence, a.e., AEA, we have by the continuity of Kir,s;)..) and 
W(r,A.) in sand r, 

W(A) I W(r,A.) I' = ImKir,r;)..). (5.6) 

!,or almost all A, we have Hi W (r,A. ) = A W (r,A. J. If we 
set W (r,A. ) = W(A )112 W (r,A. ), the same is true for W (r,A ). 
If Hi has no boundary values at zero, as we .£ointed out in the 
proof of Lemma 4.6, for almost alUEA, W(r,A.) is square 
integrable at zero. If Ho has two boundary values at zero, for 
almost all AEA, there exists a constant C(A ) so that 

W (r,A. ) = C(A )77°(r,A. ), (5.7) 

where 77°(r,A. ) is the solution constructed in Lemma 3.3. For 
a fixed AD, say for which (5.6) and (5.7) hold, there is an ro so 
that ImK/ro,ro;Ao)*O. By continuity there is a neighborhood 
of AD for which this is true. If we let C(A ) take on any value 
where it is not defined, it certainly is a measurable function. 
In particular, if we take C(A ) = 1 where it is not defined, then 
by our above remarks and (5.6) there exists an m > ° so that 
for every AEA, IC(A ) I >m > O. 

The map Uf of (4.6) restricted to A is a unitary map 
from EiA )L '(R +) toL '(PII)' wheref111 is the restriction off1 
to the Borel field of A. The inverse map to U, forfEL '(P II)' is 
given by 

(U*f)(r) = fl(A )W(r,A )df1 

= f W(A rf(A) W(r,A. )dA. (5.8) 
,1 

SincefEL '(PII)' wll'fEL '(dA). Thus, if we use the kernel 
W (r,A. ) instead of W (r,A. ), (5.8) provides a unitary map from 
L '(dA ) to E/A )L '(R +). 

The function 77°(r,A.) being a solution of Hp = AU, it 
may be written as a linear combination of the solutions 
771+ (r,A) and 77/ (r,A) of(3.23). All of these functions and 
their derivatives with respect to r are continuous in (r,A. ). We 
may write 

77 0(r,A) = C,(A )77t (r,A ) + c,(A )712' (r,A.), 

d77°(r,A) = C,(A ) d77t (r,A) + c,(A) 772\ (r,A ) . 
dr dr dr 

Since the Wronskian of 77t and 77t is different from zero, 
we may solve these equations for C,(A) and C,(A ) and thus see 
that they are continuous functions of A. 

Since 77 0(r,A ) is real, if we use the asymptotic estimates 
(3.23), we may write 

770(r,A) = d,(A )sinVAr + d,(A )cosVAr + S(A,r) 

= [d i(A ) + d ~(A ) J'J2 sin [VA r + op ) ] 

+ S(A,r), 

whered,(A) and d,(A) are real continuous functions given by 
d, = iCc, - c,), d, = c, + c,. From this we see that if 
d i + d ~ = 0, then C1 = C, = 0, which would contradict the 
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fact that 7]0 is not the zero function. Thus, on any compact 
set, d i("i) + d ~(A) > m > O. Since c 1 (A ) and ClA) are bounded 
on a compact set, it follows that s(A,r)-+O as r-+oo indepen­
dent of A in a compact set. 

We may thus write 

W(r,A) = C(A) sin [~r + bP)] + S(A,r), (5.9) 

where C(A ) is some measurable function which is bounded 
away from zero on compact intervals. We may write the 
phase shift bj = bj,o(A ) + b), 1 (A ), where bj,o(A ) is the phase 
shift corresponding to the operator H),O = H) - V (r). As is 
well known, when n = 3, b),o(A) = - j1T/2. 

Using the above remarks, we can apply the Dollard­
Friedman34 proof (see also Green and Lanford35

) to show 
that the wave operators Wl (A) exist, provided we estab­
lish a uniform estimate of the form 

(5.10) 

In order to get an estimate on S(A,r), we must get estimates 
on the rates of approach of the functions B/r".{ ) given by 
(3.25), to their asymptotic values. This rate of approach is 
given by (T1B)(r,A ), where r 1 is given (3.24). Since A is real 
and Bj is bounded, we see from (3.24) that this rate of ap­
proach is estimated by 

f" I X (S,A ) Ids. 

To get an estimate on I X (r".{ ) I , we need an estimate on 
V S<r) and the estimates (3.10) and (3. 18). The hypothesis we 
have assumed on V S<r) gives the estimate (5.10) for this part 
of X (r".{ ). Referring now to (3.10), if a + fJ>2, then the esti­
mate in (3.10) is 0 (lIr). Thus this part of X (r".{) has an 
estimate 0 (1lr l + I), which gives (5.10) iffJ > 1. If a + fJ < 2, 
then the estimate in (3.10) is 0 (l/,P + a - I), which gives 

(5. 10) if 2fJ + a > 2. Making a similar analysis of the esti-
2 

mate (3.18), we see that we get (5.10) iffJ - a>O andfJ>! 
and also if fJ - a < 0 and 2fJ - a> - !. 

The Dollard-Friedman proof shows that the range of 
Wl (A) is the closure of functions of the form. 

if(A )W(s".{ )dA, 

wherefEC"'(A ). But the inversion formula (5.8) shows that 
this closure is E/A)L '(R +), proving the completeness of the 
wave operators. 

APPENDIX 

In this appendix we shall give a proof of Theorem 2.1. 
Let .1s be the Laplace-Beltrami operator on the (n - 1)­
dimensional unit sphere sn - 1 and let {J.1)p= 0 be its increas­
ing sequence of eigenvalues, /1) = j(j + n - 2). We denote by 

N = 2j + n - 2 (j + n - 3) ·-.t.o IV, = I 
J • • 1 ,J-r-, ° , 

J J-

the multiplicity of /1j' Let {Y lj} ~~ 1 be an orthonormal set of 
eigenfunctions of .1s corresponding to /1j' Thus 
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! Y lj: I <J <,N), O<j < 00 I is a complete orthonormal set for 
L '(S" - I). We may write 

L '(R") = L '(S" - I)®L '(R .,r" -Idr) 

As is well known, in the polar coordinates r = Ix I, 
sESn - 1 we can write 

H = - .1 + VCr) 

=rl - n
[ - :r(r"-I :J +r"-3.1 s +r"- l v(r»). 

(A2) 

We are assuming, as we have done throughout the paper, 
that the operator of multiplication by Vis relatively compact 
with respect to - .1. This implies that 

D (H) = D ( - .1) = H'(Rn) = ! uEL '(W) 1.1 uEL '(W) 

Here, .1u is taken in the distributional sense. 

Let P lj be the projection of L '(R n) onto 7t" lj and 

ii. = rl - n [ - .!!... (r" - J.!!...) + /1.r" - 3 + r" - 1 V (r)]. 
J dr dr J 

(A3) 

If .1 uEL '(R n), it is easily established that .1P lj uEL '(R n) and 
HPlju = P#u. Thus 7t"lj reduces Hand H l7t"lj is a self­
adjoint operator in 7t" lj which is unitarily equivalent to a 
self-adjoint extension of ~ IC o(R·) in L '(R +) in 
L '(R ·,r n - 1 dr). Furthermore, by the unitary transforma­
tion Uf(r) = r(n - I)/'i(r) of L '(R ',rn - Idr) onto L '(R ·,dr) 
we see that H 17t",) is unitarily equivalent under U to a self­
adjoint extension of Hi IC o(R·) in L '(R ·,dr), where 

d' I 
H j = - dr' + -;:;-[/1) + !en - I)(n - 3) 1 + VCr). 

(A4) 

In what follows we shall study the exact boundary condi­
tions at zero needed to define this selfadjoint extension. Since 
Vis bounded at infinity, there are no boundary conditions to 
specify at infinity. 

We believe that the following lemma is well known. 
However, since we have been unable to find a proof in the 
literature we shall present one. 

Lemma A.I: Suppose that V (r) = 0 (r - 2 +~, € > 0, as 
r-+O. Let v be real and y(y + I) = v, y <~. Then the 
equation 
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[ 
dZ v ] - - + - + V (r) u = zu + J, d,z ,z (AS) 

where z is complex and/(r) is square integrable in a neigh­
borhood of r = 0, has a solution u such that 

u(r)-rY+ I; 
u'(r)-(r + l)rY, as r--+O. 

If r = - 1 there is also a solution u which satisfies: 

u(r) ~ r'lZlogr, 
as r--+O. 

u'(r) - 1,-'lZlogr, 

Proof As in the proof of Lemma 4.5, Eq. (AS) can be 
written as 

!!... (r<Y+ I) dW) = rY+ Iqw + rY+ 'j, 
dr dr 

where q(r,z) = r( V (r) - z), w = r - (1' + I)U. 

Suppose, at first, that r> - 1, and define 

(rw)(r) = -- t 2y + Iq(t)w(t)dtds, iT I lS 
T" sz(y + 1) 0 

F(r) = -- t 1'+ I/(t )dtds. iT 1 l' 
T" s,(y + I) 0 

If w is a solution of 

w=rw+F+c, 

then clearly it is a solution of (A6). 

(A6) 

(A7) 

Let B = !/' 00 (O,ro)' By hypothesis q(t,z) = 0 (t - 1 + ") 
as t--+O. An easy computation shows that r:B--+B is bound­

ed, and, moreover, Ilrll <Xr~. Also, 

Hence, if '0 is sufficiently small, (A 7) is solvable. Since rw 
and F converge as r--+O, so does w, and (for a suitably chosen 
c) by setting u = rY + I W we get one assertion of the lemma. 
To get the assertion about the derivative, we differentiate 
(A7) and note that rw'(r)--+O as r--+O. 

If r < - 1, define B as before, but this time take 

(rw)(r) = iT_I- (St 2Y + Iq(t,z)w(t)dtds, 
o S2(y+ I) J" 

F(r) = -- t Y+ I/(t)dtds. iT 1 is 
o S2(y+l) To 

Then we get 

IIrll <X f' S2(yl+ 1) I (S2Y + 1 + E - ?c/ + 1 +") I ds<Xr~, 

IIFII <.K ('''_I_(sY+312 + ry+312)dsll/ll ' . 
B"" Jo S2(y + 1) 0 L (O,To) 

The same argument as before proves the lemma in this case. 

Finally, if r = - 1, we define a space B normed by 

II gliB = sup I g(r) I· 
0< ";'To logr 
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We now set 

i T Ii' (rw)(r) = - q(t,z)w(t )dtds, 
o S 0 

F(r) = ('~ {'t 1/:I(t )dtds. 
Jo s Jo 

Instead of (A 7) we now use the equation 

w = rw + F + logr. (A8) 

Clearly, a solution of (A8) satisfies (A6) for r = - 1. Since 
I (logr)q(r,z) I = 0 (t - 1 + el2) as t--+O, it is again easy to show 
that T:B--+B is bounded, with bound which becomes small as 
ro becomes small. Hence (A8) is solvable inB and the conver­
gence of (rw)(r) and F(r) to zero as r--+O implies that 
w -logr as r--+O. Thus u = rllZw ~ rl/'logr as r--+O. To obtain 
the last statement of the lemma, we note that differentiating 
(A8) leads to dw/dr~ 1/r. The proof is complete. 

If v>i, the equation r(r + 1) = v has a solution 

r< - ~. Therefore the solution of (AS), withl = 0, z = i, 

given by Lemma (A 1) for this r is not square integrable at 
zero. Thus we have 

Corollary A.2: If v(j,n) = 11) + (n - 1)(n - 3)/4>3/4, 
H) I CO' (R ') is essentially self-adjoint, i.e., no boundary con­
dition is required at o. 

The cases not covered by this corollary are easily seen to 
bej = 0 and n = 1,2,3. Note that for n = 1 we need discuss 
boundary values only if we discuss the operator H on R '. For 
the cases mentioned above we have yeO, 1) = v(0,3) = 0 or 
v(0,2) = -!. If v(j,n) = 0, the solutions of (AS) given by 
Lemma A.l behave asymptotically at zero like r or like a 
constant. The case v = -! was treated explicitly in Lemma 
A.l. 

Lemma A.3: Let Hj be the maximal operator corre­
sponding to Hi in L '(R "dr). Then: 

(a) Forj = 0, n = 1,3 the nonzero linear functional 

G (u) = limu(r), uED (Ho), 
r-_O 

is a boundary value for Ho. 

(b) Forj = 0, n = 2, the nonzero linear functional 

rllZ , 

G (u) = lim -- u'(r), uED (Ho), 
T~O logr 

is a boundary value for Ho. 

Proof We must verify that the limits defined in (a) a~d 
(b) exist, are finite, and not all zero. In case (a) let uED (Ho) 
and let v be the solution obtained in Lemma A.l, for z = 0 
andl = fiou, which behaves asymptotically like r. Let U I and 
U z be the solutions obtained in Lemma A.l for I = 0 and 
z = 0 which behave asymptotically like r and like a constant, 
respectively. Then u - v = CIUI + c,U z and we see immedi­
atelx. that G (u) exists and is a nonzero linear functional on 
D(Ho). 

For case (b) we may reason as before and write 
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u = v + CIUI + C2U2, where v and U I behave asymptotically 
like rll2 and U2 behaves asymptotically like r1l2 10gr. Differen­
tiating, we get 

u' -~[(CI + l)r - 1/2 + c2r- 1/210grJ. 

From this we see that G (u) in case (b) is well defined also, and 
is a nonzero linear functional on D (fio)' 

Lemma A.4: In the casej = 0, n = 1,2,3, the operator 
H leW'lj is unitarily equivalent to the self-adjoint extension of 
Hole oCR +) given byG (u) = 0, where Gis defined in Lemma 
A.3. 

Proof Since we are concerned only withj = 0, it suffices 
to consider a spherically symmetric functionf(r) such that 
fED(H)~L2(Rn). Thetraceoffonthe(n -I)-dimensional 
sphere of radius r is given by r<n - 1)/2[(r)l, and it is well 
known (see, e.g., Lions and MagenesJ6

) that this is a continu-
ous function which goes to zero as r---+O. Since "'-
Uf(r) = ,<n - 1)/2j(r), we see that every element in D (Ho) 
which comes from an element of H satisfies the boundary 
condition G (u) = 0 for n = 1,3. But since H 1eW'0 is self-ad­
joint and is unitarily equivalent to a self-adjoint extension of 
the minimal operator associated with the formal operator 
Ho, the boundary condition of the self-adjoint extension 
must be G (u) = 0 in the cases n = 1,3. 

Suppose now thatfElf2(R 2); then/'ElfI(R 2). Hence/, 
has a continuous trace on the circle of radius r which goes to 
zero as r---+O. Hence limH oI"II2/'(r) = O. Now, 

(UF)'(r) = ~r- 112f + rIl2/" 

so that 

r - 112C Uf)' (r) 

logr 
_1- + r/'. 
2 logr logr 

By Sobolev's inequality fis bounded in a neighborhood of 
zero. Thus we see G (Uf) = 0, which concludes the proof. 

Remark: In the definition of G in Lemma A.3(b) we 
needed the factor logr to guarantee that G is defined for every 
function D (fio), the domain of the maximal operator. In the 
proof of the last lemma we saw that if fED (H), then 

r- 112(Uf)'(r) 
__ ...O......:'-'-~ ---+ 0 as r---+O (A9) 

g(r) 

for any g such that Ig(r)l-oo as r-O. That this does not 
constitute any discrepancy easily follows from Lemma A.l. 
Indeed suppose uED (fio) and G (u) = O. Then by Lemma 
A.l, 
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u'(r)-clr- 1I2 + c2r- 112logr as r---+o. 

Hence, if rll2(logrtlu'(r)_O as r-O we must have C2 = O. 
From this (A9) is an immediate consequence. 

For j = 0, n = 2, the reason we could not ta~ 
G (u) = limHOu(r) is that G (u) = 0 for all uED (Ho) and 
hence is not a boundary value. 
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A note on the iteration of the Chandrasekhar nonlinear H­
equation 

R. L. Bowden 
Department oj Physics. Virginia Polytechnic Institute and State University. Blacksburg, Virginia 24061 
(Received 30 August 1978) 

An iteration scheme to solve the Chandrasekhar H equation in the form 

H(fL) = II-fL J 6['I'(s) H(s)]I(s +fL)dsj I 

is shown to converge monotonically and uniformly. 

I. INTRODUCTION 

It is well known that the nonlinear H equation ofradia­
tive and neutron transport theory, 

H (p,) = 1 + f1H (p,) (I 1/1 (s)H (s) ds, 
Jo s + f1 

(la) 

does not have a unique solution. However, the "physical" 
solution of Eq. (la) subject to the constraints 

Vj t 1/1 (s)H(s) ds = 1, J = O, ... ,a, (2) 
Jo Vj - s 

where vpJ = 0, ... , a, are zeros of the dispersion function 

f+II/I(S) 
A(z)= I +z -I ~s, (3) 

is unique, and an explicit solution can be written down. Nev­
ertheless, a traditional approach to obtaining values for the 
H function is to attempt to solve numerically Eq. (la) by 
iteration. However, it has been only relatively recently that 
the iteration ofEq. (la) has been shown to converge. For 
example, Bittoni, Casadei, and Lorenzutta' showed that 
when the right-hand side ofEq. (la) is regarded as a bilinear 
operatorfromL,(O, 1) XL,(O, 1) toL,(O, 1) that the norm ofits 
Fn::chet derivative is less than unity and that the bilinear 
operator is contractive in the ball 

(4) 

if 111/111 <~, where 1111 denotes the usual L, norm. Thus the 
unique solution of Eq. (1) in S can be obtained by iteration 
using the scheme 

i l 1/1 (s)H n(s) 
Hn + I(p,) = 1 + f1Hn(p,) df1, HoES. (5) 

o s + f1 

Subsequently, Bowden and ZweifeF showed that the 
solution so obtained was indeed the "physical" solution. 
Furthermore, if I/I(s) is nonnegative and even for SE( - 1,1), 
the transformation 

H (z) = vo(l + z) L (z) (6) 
Vo +z 

leads to an equation for L which is identical in form to Eq. 
(1), but with the characteristic function 1/1 replaced by the 
function 

~(1 - S2) 
1/1 '(s) = 0 1/1 (s). 

Va - S2 

(Under the condition stated for 1/1, the dispersion function 

has only two zeros ± vo.) Bowden and Zweifel pointed out 
that 1[1' is also a nonnegative even function and that 111/111 < ~. 
Thus in all instance in which I/I(s) is nonnegative and even, 
numerical values of the H function can be obtained from the 
iteration scheme given by Eq. (5). 

On the other hand, Eq. (la) can also be rewritten as 

H (p,) = (1 _ f1 (I 1/1 (s)H (s) dS) - I, (lb) 
Jo s + f1 

and numerical values for the H function can be obtained by 
iterating on 

or equivalently, 

(7b) 

Unfortunately, rewriting Eq. (la) removes the bilinear struc­
ture of the equation, and the proof of Bittoni, Casadei, and 
Lorenzutta need no longer apply. Thus, although this iter­
ation scheme has often been used, dating perhaps from 
Chandrasekhar and Breen/ there does not appear to have 
been a proof that the sequence [H n J obtained from the iter­
ation scheme given by Eq. (7) converges to the solution of 
Eg. (1), and that if a solution is obtained, that it represents 
the physical solution given by the constraining condition (2). 
The purpose of this note is to given a brief proof that the 
iteration scheme given by Eq. (7) does indeed converge to the 
"physical" solution ofEq. (1). The proof is based only on the 
positivity of the integral operator 

(!£'f)(p,) =f1 (I 1/1 (s}f(s) ds, f1E(O,I), (8) 
Jo s + f1 

where the assumptions 

I/I(s) = 1/1 ( - s), 1/1 (s);;;,O, SE( - 1, + 1), (9a) 

and 

f 1/1 (s)ds < ~ (9b) 

are used throughout this note. However, as pointed out 
above, if condition (9b) is not satisfied, then transformation 
(6) can be used to obtain an equation in which the resulting 
characteristic function does satisfy the inequality (9b). The 
assumption of evenness of 1/1 (s) on ( - 1, + 1) is not used in 
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the proof of convergence of the iteration scheme per se. It is a 
condition that the solution obey the constraint given by Eq. 
(2).2 

~PROOFOFCONVERGENCE 

In this section we present the proof of convergence of 
the iteration scheme given by Eq. (7). The first step is to show 
that 

(10) 

and 

III[/Hnil < 1 - VI - 2111[/11. (11) 
The proof of inequalities (10) and (11) proceeds by induc­
tion. First note that 

HJ.J1) = 1, IlE(O,I). (12) 
Further note that 

fll[/(S)HI(S)ldS= 111[/11<1- V 1-2111[/11· (13) 

If the inequalities (10) and (11) are assumed true for n = N, 
then subtraction of 

HN= 1 +HN2"(HN~I) 

from 

HN+ 1 = 1 +HN+ 12"(HN) 

yields, after a little rearrangement, 

(14) 

(15) 

(HN+ 1 - H N)[ 1 - 2"(HN)] = HN2"(HN- HN~ 1)' 
(16) 

By simple manipulation it is apparent that 

1 - (2" HN){fl) = 1 + tSI[/(s)HN(s) ds 
Jo s + 11 

-f I[/(S)HN(S)ds> 0, IlE(O, I), (17) 

since by assumption, 

f 1[/ (s)H N(s)ds< 1 - V 1 - 2111[/ II < 1. 

Therefore, it follows that 

HN+l{fl)-H~»O, IlE(O,I). (18) 

This proves inequality (10). To prove inequality (11) it 
may be noted from Eq. (7b) and inequality (10) that 

II I[/HN + 111 

= 111[/11 + t~I[/{fl)HN+ 1{fl) t I[/(S)HN(S) dS)dll 
Jo Jo s + 11 

<111[/ II + 1( f 1[/ (fl)H N + 1 {fl)dll r 
+ 1 t( 1[/{fl)HN+ 1{fl) (11[/(s)HN+ I(S){fl -s) dS)dll. 

Jo Jo S+1l 

(19) 
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However, the last term on the right-hand side of the last 
inequality vanishes so that 

2111[/HN+ dl- 2111[/1I<III[/Hn+ IW, 
It is then obvious that either 

or 

(20) 

(2Ia) 

(21b) 
On the other hand, Eq. (7b) and inequality (10) can be used 
to write 

II I[/HN + III 

= 111[/11 + f[ 1[/{fl)HN+ l{fl) fl[/(S)HN(S)dS]dll 

- (1(1[/{fl)HN+ l{fl) (lsl[/(s)HN(S) dS)dll 
Jo Jo s + 11 

<111[/11 + III[/HN+ Iil-III[/HNII 
_ t(1[/ (fl)H N{fl) (I sl[/ (S)HN(S) dS)dll 

Jo Jo S + 11 

= 111[/11 + III[/HN+ 111·III[/HNII-111I[/HNW. (22) 
Thus it follows that 

III[/HN+ 111«1 -III[/HNllt'(III[/II- !III[/HNW)· (23) 

This last inequality yields 

III[/HN+III<I, (24) 
since 

(1 - III[/H NIJ)-'(III[/ II - 1111[/H N112» 1 (25) 
would imply that 

111[/ II > HI + (1 - III[/H NIJ)2], (26) 
which contradicts the assumption 111[/11 < 1. Combining this 
result with the earlier estimate of III[/H N + III gives inequality 
(11). 

Therefore, the sequence! Hn{fl) l given by Eq. (7) is 
positive and monotone with III[/Hnil bounded by the inequal­
ity (11). Thus from the monotone convergence theorem 
there exists an LI (0,1) function, say H *, such that 

(27) 

and 

III[/H*II = fll[/(S)H*(S)ldS 

= fl[/(S)H*(S)dS<1 - V 1 - 2111[/11. (28) 

A straightforward calculation gives 

III[/H * - 1[/ - I[/H * 2"(H *)11 = 0, 

that is, H * is an LI solution to 

I[/H * = 1[/ + I[/H * 2"(H *). 
Now define the function H by 

H(z) = [1 - (2"H*)(Z)]-I. 

R.L. Bowden 

(29) 

(30) 

(31) 
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It is obvious that 

1JI{J1)H{J1) = 1JI{J1)[1- (2'H*){J1)]-l = 1JI{J1)H*{J1) 
(32) 

almost everywhere for f.1,E(O, 1). Thus H (z) satisfies the non­
linear H equation (1) and is analytic in the complex plane of z 
cut along ( - 1,0) except at that value of z such that 
1 - (2' H)(z) vanishes. However, since IIIJIH II < 1 it follows 
from the results of Bowden and Zweifel' that 1 - (2' H) 
X ( - vo) = 0, i.e., H (z) represents the "physical" solution 
according to Eq. (2). In particular 1 - (2' H )(z) is bounded 
in the right half complex z plane. 

Finally an estimate of IH" + 1{J1) - H (J1)1 can be writ­
ten from Eqs. (1) and (7) as 

IH,,+ 1{J1) -H{J1)1 

= IH" + 1 {J1)(2' H,,){J1) - H (J1)(2' H){J1)1 

This inequality in turn yields 

IH" + 1{J1) - H{J1)I< [1 - (2' H){J1)]-1 

X IH,,+ 1{J1)[2"(H" -H)l{J1)I· 
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(33) 

(34) 

Since the right-hand side of this last approaches zero as 
n~ 00, the sequence! H" J approaches H at least pointwise. 
However, sinceH is continuous on (0,1) and the [Hn{J1)] is a 
positive monotone sequence, it follows from Dini's theorem 
that the convergence is also uniform. 

In summary, it can then be stated that the sequence of 
functions (H,,) obtained by the iteration scheme given by Eq. 
(7) converges monotonically and uniformly to the physical 
solution of Eq. (1). 
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It is shown that spin operators and Fermi operators can be interpreted as the Weyl quantization of some 
functions on a "classical phase space" which is a compact group. Moreover the transition from quantum 
spin to Fermi operators is an isomorphism of the "classical phase space" preserving the Haar measure. 

1. INTRODUCTION 

Canonical anticommutation relations (CAR) and com­
mutation relations of quantum spin system (QSS) can be 
seen as projective representations of the group lJ A X lJ A' 

where lJ A is the group of finite subsets of a set A equipped 
with the symmetric difference as group law. This allows us to 
consider the CAR and QSS in a similar way as usual canoni­
cal commutation relations (CCR) of systems with finite 
number n of degrees of freedom with the replacement of the 
group R 2n by lJA XlJ,1 and the multiplier «x,p);(x',p'» 
-+exp(iIi/2)(xp' - xjJ) by a suitable multiplier on lJ A X lJ A' 

In a paper, hereafter referred as Ref. 1, we have shown 
that the multipliers on lJ A X lJ A which satisfy natural physical 
requirements are only four. Moreover we have shown that 
the algebras of "canonical commutation relations" associat­
ed with these multipliers are all isomorphic. 

In this paper, we develop the analogy between the CCR 
on one hand and the CAR and QSS on the other hand, most­
ly from the point of view of the Weyl quantization. In Sec. 2, 
we recall the essential definitions and results which are need­
ed in what follows and we derive explicitly the isomorphism I 

of ..1(lJA XlJA,5) to the usual UHF algebra, 5 being the multi­
plier on lJ A XlJA· 

In the third section we study the states of ..1(lJ A X lJ .1,5) 
and in particular we define an important closed convex sub­
set of states, the "quasiclassical states" [definition (3.2)] and 
we show that it contains a great number of usual states. 
These states have a nice characterization in terms of prob­
ability on the classical phase space [Corollary (3.4)]. In some 
sense they are as close as possible to classical states. 

In the fourth section we quantify, according to the Weyl 
procedure, functions on the "classical phase space" [defini­
tion (4.2)]. A new situation arises, with respect to the usual 
CCR, for a finite number of degrees of freedom, since there 
are in our case lots of inequivalent irreducible representa­

tions of ..1 (lJ A X lJ .1,5) and the set of functions one can quan­
tize depends on the representation. Finally we derive an im­
portant result [Theorem (4.15)] which shows that the 
transition from quantum spin systems to Fermi systems is 
described by an automorphism of the "classical phase space" 
which leaves invariant the Haar measure. 

2. THE WEYL ALGEBRA FOR SPIN AND FERMI SYSTEMS 

We recall that lJ A is the group of finite subsets of an at most countable set A equipped with the symmetric difference as 
group law (denoted by 6). In Ref. 1 we have shown that there exist for all cardinality of A only two bicharacters bS and bF on 
lJ A X lJ A which are non degenerate, invariant under the finite permutations of points in A, invariant under the automorphism 'T 8" 

of lJ A X lJ A defined by 'T 8,,(X, y) = (Y ,x) and which can be written as 

b «X,y);(X',Y'» = 5 «X,y);(X',Y'»5«X',Y');(X,y» 

for some multiplier 5 on lJ A X lJ A' 

Correspondingly, up to trivial multipliers, there are two multipliers ~ and 5F which are 

5s«X,Y);(X',Y'» = i- IXnYI- IX'nY'1 + IX,6x'nY,6Y'I( _ 1)IYnX'l, (2.1) 

5F«X,Y);(X ',Y'» = i IXn8 (X)1 + I Yn8(Y)1 + IX II Y liIX'n8(X')1 + I Y'n8(Y')1 + IX'II Y'I - IX,6X'n8(X,6X') I - I Y,6Y'n8(Y,6Y') I 

a)Postal address: Centre de Physique Theorique, CNRS Luminy Case 907, 
Route Leon Lachamp, F13288 Marseille Cedex 2, France. 
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where I X I is the cardinality of X and () is the homomor­
phism of P A such that 

(}(!xiD = [x, ... xi _ I j, (}([XI D = c/J 

for a given but arbitrary ordering of points in A. 

In Ref. I we have shown that there exist two C * alge­

bras L1(PA XPA,tS ) and L1(PA XPA,tF
) which are generated 

by the elements o~y and o~y, (X, y)EPA X PA' such that 

o~,yO~',Y' = tS«X,Y);(X',Y'»o~l\X',Yl\Y" (2,3) 

o~,yO~',Y' = tF«X,Y);(X',Y'»O~l\X',YL\Y" (2.4) 
S' S F' F 8 x, Y = 8 x, Y' 8 x. }' = 8 x, y. 

An explicit computation shows that the 8~ Y have the 
commutation relations of a quantum spin system on a lattice 
and the 8~, Y the canonical anticommutation relations of pro­
ducts of Fermi field operators. 

Moreover in Ref. I, we have shown that there exists a 

*isomorphism a between L1(PA XPA,tS) and L1(PA XPA,tF) 
F S a( 0 x, y) = F (X, Y)8 T,,(X, Yl' (2.5) 

where 

F(X,Y) = (_ 1)1 Ynl! (Yl I + IXnY()1!(Xl\YJ I 

X ( - I) IX I I Y I [( IX I + I Y 1)/2J + IX I I Y 1+ IXnY I, 

(2,6) 

and T Ii is the isomorphism of PAX PA' 

TiX,Y) = (X,6() (X,6Y),Y,6() (X,6y». (2.7) 

These algebras for the cardinality of A infinite are * isomor­
phic to the UHF algebra and now we want to make this 
correspondence more explicit. 

We shall specialize to L1 (PA X P A,tS ) for the sake of sim­
plicity, but our results are also valid for the other multipliers 
[see Ref. I, Theorem (2.40) l-

IfA, CA, then PA, XPA, is a subgroup ofPA XPA and we 
shall denote by the same symboltS the restriction of the 
multiplier t S ofp A X PA to PA, Xp A,' It is nondegenerate. [See 
Ref. 1 definition (1.11).] 

Lemma (2,8): Let A"A,CA, L1(PA, XPA"tS) is * iso­

morphic to a subalgebra of L1(p A, X PA"tS
) if I A, I .;;, I A ,I; 

they are * isomorphic if and only if I A, I = I A ,I· 
By definition if I A, I .;;, I A ,I there is an injectionj of A, 

intoA"j extends to an injective homomorphism] ofPA, XPA, 
into PA,XPA,; a proof similar to the one of Proposition (1.16) 
of Ref. 1 shows that there exists an injective * homomor-

phism aJof L1(PA,XP,1"tS) into L1(PA,XPA"tS); moreover 
an application of Proposition (3,11) in Ref. 2 shows that 

On the other hand,j and] and aJ, are surjective if and only if 
IA,I = IA,I, 
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Lemma (2.9): If A,E.\)A' then 

1·1, I 
L1 (p ,1, X P A "tS

)"-' ® M2 X 2' 
,~ I 

the tensor product of two-by-two matrices. Consequently, 

L1(PA, XPA"tS ) = L1(PA, XPA,,tS). 

In order to prove the first statement let us describe the 
correspondence explicitly. 

Let ax and a y be the usual two-by-two Pauli spin matri­
ces; they generate the two-by-two matrices. Let 

a~ = 1 ® ... ® ay ® ••. ® 1. 
'-v--' 
ith place 
'-v--" 

IA,I 

a/ j = 1 ® .. , ® ay ® ... ® 1. 
'-v--" 
jth place 
'-v-" 

IA,I 

These matrices satisfy the relations 

a~a{ = a{a~, 
i j _ j i 

ayay - ayay' 

a~a~ = (1 - 28i)afa;, 

and generate 
1,1,1 
® M 2X2 ' 

i ~- 1 

Then let us define 

The elements i - IXnY laxxa/, X,YEPA" are both unitary and 
Hermitian: They span linearly, 

1,1, I 
® M 2x2 , 

i .cc 1 

and the correspondence 

8s =i-IXnYlaXaY X.Y x y 

extends to a * isomorphism of L1(PA,XPA,.tS ) to 
1,1, I 
® M 2x2 ; 

i-I 

but that last algebra is closed hence L1 (PA, X PA"tS
) is closed 

for I A ,I < 00 • 

Proposition 2.10: L1(PA X PA,tS
) is isomorphic to the 

UHF algebra 

N 

U ® M~'~2' 
NEZ i= 1 

It is clear that 
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This last term is * isomorphic to the union of tensor products 
and the isomorphism is isometric hence it extends to a 
* isomorphism of the closures. 

3. SOME INTERESTING STATES OF 

.:1(1' A Xl' A,t s) 

Let..1 be the diagonal of 1:1 A X 1:1 A' Since the SS we have 
considered is such that 

(3.1) 

the subalgebra generated by the of.x, XE1:1A' is Abelian. 

Definition (3.2) (cf. Ref. 4): C(; is the convex and weakly 

closed set of states W of ..1 (1:1 A X 1:1 A'SS) satisfying 

w(of.y) = ° if X,iT. 

This set has a nice characterization in terms of the prob­
ability measures on 9' A' the dual of 1:1 A' namely: 

Theorem (3.3): Let/be a positive type function on 1:1A 
normalized to 1, namely /(¢) = 1; the correspondence 

S S {o if XioY 
/-oy ox.y-+aJ/ox.y) = f(X) if X = Y 

is a bijection of the positive type functions on 1:1 A normalized 
to 1 onto C(f. It sends characters onto pure states. 

Indeed if WEC(;, the restriction of W to the sublagebra 
generated by the o~.x is still a state on an Abelian algebra. 
XE1:1 A-+Q)(O~,X) is a positive type function. Vice versa, if/is a 
positive type function on 1:1 A' then W [defined in (3.3) is a state 

of ..1(1:1 A X 1:1 A'SS) [cf. Ref. 3, Corollary (2.15)]. 

Corollary (3.4): Let WEC(;. There exists a probability 
measure fl on 9' A X 9') A such that 

X,YE1:1 AX1:1A-W(0f.y) = Yfl(X,Y). 

Proof is a direct application of Ref. 3, Theorem (2.14). 

As we shall see in Sec. 4, the o~, yare the quantization of 
the functions i, YeJ! A X 9' A-( - 1) IXnY I + I YnX I; hence 
(cf. Ref. 4) Corollary (3.4) justify the name of quasiclassical 
state for elements of C(;. Let us remark that we have defined 
quasiclassical states with respect to the diagonal of 1:1 A X 1:1 A; 

one can as well choose any maximal subgroup of 1:1 A X 1:1 A on 
which SS is one. 

According to Ref. 3 Theorem (2.16) one can write ex­
plicitly the GNS representation associated to a quasiclassical 
state. 

Proposition 3.5: Let v be a probability measure on 9' A' 
Let/be its Fourier transform and withe quasiclassical state 

of ..1(1:1A X1:1A'SS) associated to/by Theorem (3.3). Let 
:JC',1T,n be the Hilbert space, the representation, and the cy­
clic vector of the G NS construction associated with W f' Then 
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:JC' = 12(1:1 A) ® L 2( 9' A' v), 

n =o",® 1, 

I 1T(O~, y)F I (Zl'ZZ) 

= i-IXnYliIYI( - 1)lz,6Z,nYIF(Z16X6 Y,Zz). 

:JC' is separable. 

Proof is an obvious extension of theorem (2.16) of Ref. 3 
with the special choice of application Sand T: 

S(X,Y) = (X6Y,¢), 

T(X,y) = (Y,Y), X,YE1:1A' 

(3.6) 

(3.7) 

Let us remark that the diagonal..1 of 1:J A X 1:J A is maximal 
Abelian with respect to SS hence the pure states on the diag-

onal correspond to pure states of ..1 (1:J A X 1:J A'SS), Among 
quasiclassical states, we have the product states w!a,l which 
are defined by 

W1al(Of.y) = n [(1 - I Ix,lnX 1)(1 - I !x,]nY I) 
x,EA 

where a, is any function from x, E A_[ - 1, + 1]. The 
product converges since at most a finite number of terms are 
different from one. Moreover WI a,IEC(; since if X:;i= Y there is 
at least a point x, E X6Y, hence a factor, which is zero. wla,1 
is pure if and only if I a ,I = 1; since if it exists an a, which is 
different from ± 1, the corresponding factor 

(1 - Ix,nX 1)(1 - Ix,nY I) + Ix,nX Ilx,nY la, 
is a convex combination of two functions of this type. On the 
other hand, ifa, = ± IletA 1 CA be the set ofx,EA for which 
a,= - 1. Then 

wla,l(o~.X) = (- 1)IA,nXl = WA,(O~,X)' (3.9) 

It is a character of 1:J A' hence W I a,) is pure. 

All these states are quite familiar indeed: W! _ II = W A is 
the usual Fock representation of the UHF algebra, 
WI + I) = w'" is the anti Fock representation of the UHF alge­
bra, wlol is the central state of the UHF algebra. In that 
context the W I a, I for a i = ± 1 are the analog of the coherent 
states. (Those states are not the coherent states which are 
usually considered for spin systems, they are the states with a 
fixed particle number; but they are much more the analog of 
the usual coherent staes of the CCR.) Indeed we have the 
following: 

Proposition (3.10): Let W A, and W A, be two pure product 
states. Then 

wA,(of.y) = WA,(O~,y)( - 1)IA,6A,nX I, X, YE1:JA' 

Moreover W A, and W A, are unitary equivalent if and only if 

A16A zE1:JA• 

This proposition for the usual CCR is nothing but the 
fact that two coherent states differ by a character on the 
phase space. Moreover they are unitary equivalent if and 
only if this characteris continuous. In our case, if A 16A zE1:J A 

then XE9' A-( - 1)IA,6A,nX 1 is a continuous character. 
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At this stage it is worthwhile to give other explicit real­

izations of these representations of .1 (lJ A X lJ A'S-S) which are 
in a sense closer to the usual form of the Schr6dinger x and p 
representation. For the sake of symmetry, it is easier to dia­
gonalize the 1T(8i.,p) [resp. 1T(8~.x)] than the 1T(8i.x); the re­
sults are equivalent since it is nothing but a permutation of 
! O'-",O'y,O'z}, the familiar Pauli spin matrices. 

lJ A is a discrete countable Abelian group. It is locally 
compact and the Haar measure on lJ A is the sum over the 
points. We consider 12(lJA) which is the space offunctionsJ 
from lJ A-C such that 

11/117= I IJ(X)I2<oo. (3.11 ) 
XEp\ 

9 A its dual group is Abelian and compact; it is isomor­
phic to the group of subsets of A equipped with the symmet­
ric difference. We denote by dX its normalized Haar mea­
sure; moreover L 2(9 A) is the set offunctionsJ: 9 A-C 
such that 

IIJlli = L, 1 J(XW dX < 00. 
. 1 

The duality correspondence is given by 

(X,Y)ElJA X 9 A-(X I Y) = (- l)IXnYI. 

The Fourier transform exchange 12 and L2 

IYJ](Z)= I(_l)lxnz~(X), JEI2, 
XEV., 

IYJ}(Z) = L, axe - 1)IXnZ~(x), JEL2. 
. A 

(3.12) 

(3.13) 

(3.14) 

Definition (3.15): 1T;' rrf, 1T~, and nt, are the four repre­

sentations of .1 (lJ A X lJ A'S-S) defined by 

!1T~(8i,y)f}(Z) 
= i ~ IXnYI( - l)lxnz ~(Z6Y), JE/h 

I rrf(8i, y)f }(Z) 

= i~ IXnYI( - 1)lxnz~(Z6Y), JEL2, 

11T~(8i.y)fJ(Z) 
= ilxnYI( -l)IYnZ~(Z~X), jE12, 

l tr}wt y)f} (Z) 

=iIXnYI(-1)IYnz~(Z6X), JEL
2

• 

The operators we have defined are evidently unitary, hence 
the only thing we have to prove is that they are indeed repre-

sentations of .1 (lJ A X lJ A'S-S). The proof is purely algebraic, 
The next proposition gives the relation between these 
representations. 

Proposition (3.16): The representations defined in the 
previous definition are irreducible, 

If I A I = 00, 1T; and ~ (resp. rrf and nt) are disjoint. 

rrf and 1Ti (resp. rrf and ~) are unitarily equivalent 
through a Fourier transformation. 

Irreducibility is obvious. To prove the disjunction of n-1 
and ~ let us consider in 12 a function 8x , whose support is 
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XoElJA: 

11T;W~,¢ )Ox,} (Z) 

= (- l)IXnXolox,(Z), VZElJA, (3.17) 

hence it is an eigenvector of the 1T;(8i.,p)' On the other hand, 
in 12 an eigenvector of 1T~(0i.¢) would satisfy 

[1T~(8i,¢)f}(Z) = J(Z~X) = ( - l)lxnx,~(Z), 
(3.18) 

it would imply thatJ(Z) = (- I)lznX,1 but this function is 
not in 12, if I A I = 00. 

To prove that nf and ~ are disjoint it is sufficient to 
prove that 1T; and tr} (resp. nf and 1T~) are unitarily equiv­
alent. The unitary equivalence is given by Fourier transfor­
mation. It is interesting to remark that the disjunction of 1T; 
and trf can be seen in the following way: lJA XlJA is a sub­
group of lJ A X 9 A and S-S can be extended by continuity to 
lJ A X 9 A using the same expression: 

ts(X,Y;X',Y') 

= i- IXnYl- IX'nY'1 + IXf:.,X'nYf:.,Y'1 + 2I X'nYI 

for (X,Y), (X',Y')ElJA X &' A' Consequently for IA I = 00 

.1 (lJA XlJA'S-S) (t.1 (llA X 9 A'S- s). 

trf can be extended by continuity to a representation of 

.1 (ll A X 9 A' S- S) , but not 1T;. In that context, let us remark 

that J (ll X 9, S- s) has only one representation up to quasi­
equivalence according to the Mackey-Von Neumann 
uniqueness theorem.s 

F or A such that I A I < 00, the distinction between lJ A 

and 9 A has no meaning and all the represeptations defined 
in (3.15) coincide. Let 1T = 1T, and define I Xo), XoElJA as the 
function 8 x, which is an eigenvector of 1T(0i.,p)' In the same 
way define I Xo) as the function 8x,(Z) = 2 -- IA 112 
X ( - l)IXonz I, the Fourier transform of 8x,. They both form 
an orthonormal set in IzClJ A)' moreover: 

<XI Y)=2~IAI/2(_I)IXnYI (3.19) 

and we have the following decomposition of the identity: 

I=2~IAI/2 I (_I)IXnYIIX)<YI· (3.20) 
X.YE~1.,\ 

Up to now we dealt only with the quantum spin commuta­

tion rules. But there is a * isomorphism of J(ll A X II A,S-F) 

onto .1(lJA XlJA,5S
) [see e.g., Ref. 1, theorem (2.36)] which 

allows to translate the state of .1 (lJ A X lJ A,5S
) onto the states 

of .1(PA X P AlF). The * automorphism ae satisfies: 

ae(of,y) = o~,(x,Y)' (3.21) 

Notice that for the sake of simplicity we have incorporated 
the function F of theorem (2.36) of Ref. 1 into the definition 
of 8F. This changes 5Fby a trivial multiplier which still satis­
fiesS-F(X,Y;X,Y) = I,X,YEPA' [see Ref. 1 remark before pro­
position (2.32)]. Even this does not change the generators 
sinceF([ ij,c;6) = F(c;6, l iJ) = I, Vi. The simplification is espe­
cially clear for the classical states previously defined. 
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Proposition (3.22): Let (J)s be a state of L\ (fJ A X fJ A,5s ) 
then (J)soa() = (J)F is a state of L\ (fJ A X fJ A,5F). If moreover 
(J)sE'tf, then: 

(J)s (o~. y) = (J)F (o~. y), X, Y,EfJ A' 

The first assertion is trivial. For the second one it is 
sufficient to remark that (J)s(o~.y) is zero if X*Ybut on the 
diagonal 

riX,x) = (X,x), VXEP;\, 

This proposition also shows that the product states, in 
the sense of Powers, of the Clifford algebra (see Ref. 6) are 
associated to the product states on the spin algebra. In the 
next section we shall come back to this isomorphism and we 
shall describe it as a transformation of the classical phase 
space which preserves the Haar measure. 

4. QUANTIZATION 

The formalism which has been developed in the pre­
vious sections is intended to quantify functions on the 
"phase space" 9 A X 9 A' Indeed letfbe a function on 
9 A x.9 A with Fourier transform 

[Yfl(X,y) = L"xj, dX' dY' (- 1)lxnY'1 + IX'nY!f(X',Y'), 

(4.1) 

wheredX' dY' is the normalized Haar measure on the com­
pact group 9 A X 9 A' One is tempted to define the quan­
tized g (f) off according to the Weyl prescription 

gS(f) = L [Yfj(X,Y)o~.y, (4.2) 
X. YEp, 

whenever it exists. 

There are two main differences between our situation 
and the usual situation of the CCR over a finite number of 
degrees of freedom, namely: 

(i) The multiplier we consider is not a bicharacter. 

(ii) There is a whole set of nonequivalent representa­

tions of L\(fJ A X PA,5s ) , which indicates that the gS(f) can 
be defined only within some representations, for some! 

Later on, we shall return to the first point; but now we 
shall give at least a set of functions which can be quantized 
within any representation. 

Proposition (4.3): Letfbe a II function on PA XPA' 

A[= L f(X,Y)o~.y, 
X.YEj>, 

defines an element of L\ (PA X fJ A,5s ), Moreover, 

(A[)* =Ar , f*(X,y) = f(X,y) , 

A[,Af, = A[, xf,' 

where 

f, xf,(X, Y) = L 5 S (X, Y;X', Y')iI (X', Y') 
x'. Y'Ep, 
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(4.4) 

Equipped with this product II(fJ A X fJ A) is a Banach * algebra 
and 

IIA[II<lIflll' 
We shall not give the proof since it is obvious. Notice 

that the set ofA[is nothing but the algebra L\(fJ A X fJ A,5S) 11·11., 
[cf. Ref. 2 formula (2.10)]. In our case this algebra is impor­
tant since we have the following: 

Theorem 4.5: Let &J A be the algebra off unctions on 
9 A X 9 A which are Fourier transforms of an 11 function on 
PA XfJA' then 

gS(f) = L [Yfl(X,Y)o~,y, 
X.YEp, 

where Y fis the Fourier transform off, defines an element of 

.<l(VAXfJA'SS). Moreover, 

gS(f)* = gS(f*), f*(X,y) = f(X,Y) , 

gS(f,)gs(f,) = gs(f,of,), fj; j;E I!)] A' 

gS(1) = I, 

gsU-x.y) = bty, X,YEVA' 

where 

Xx.y(X',Y') = (- I)lxnY'1 + IX'nYI. 

Notice that since 9 A X 9 A is compact any continuous 
function on 9 A X 9 A can be approximated uniformly by 
elements of I!)] A' Conversely let A be an element of 

---,-,---:r:--
.<l(VA XfJ A,sS) and (J)~ be the central state of L\(fJ A X PA,5S) 
then 

X, YEPA Xp[-+(J)~(t5x p4), 

is a bounded (continuous) function on PA X PA' If, moreover, 
it is a II function then it is the Fourier transform of an ele­
ment of I!)] A' Since 9 A X 9 A is compact we can use the 
inversion theorem to state the following theorem: 

Theorem 4.6: Let AEL\(p A X VA,5s ) be such that 

X,YEPA XVA-(J)~(t5~ yA) 

is an 11 function then 

fA (X,y) = L (- 1)IX'nYI + IXnY'I(J)~(o~'.yA). 
X'.Y'EP" 

We recall that (J)~, the central state of L\ (VA X VA,5s ) is 
defined by 

(J)~(o~.y) = ox.",oy,,,,, X,YEVA' 

where ox.Y in the right-hand side is a Kronecker symbol. 

The next property has an obviously analog for usual 
CCR. 

Proposition (4.7): Letf and g be functions in I!)] A such 
that 
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I(X,y) =/(X,Y'), v X,Y,Y'E~A' 
[resp./(X,y) =/(X',Y), v X,X',YE~A]' 
[resp./(X,y) = h (X.6.Y), V X,YE~A]' 

then log = fg, the usual product of functions. 

All the previous results are still valid for Fermi systems 
if SS is changed into SF. Nevertheless, we give in what follows 
another relation between the two quantizations. 

l' e acting on ~ A X ~ A' it is possible to induce transforma­
tion of Pl' A X f'j} A according to 

Proposition (4.8): Let l' e be the automorphism of ~ A X ~ A 
defined by 

1'JX,Y) = (X.6.0 (X.6.Y),Y.6.0 (X.6.y», X,YE~A' 

with O<!x;D = [xJEAJ <il for some arbitrary order onA; 
then there exists a unique automorphism Ire of fJ' A X fJ' A 

such that, if b S (X, Y;X " Y') is the bicharacter associated 
with ss: 

bS«X,Y);1'e(X',Y'» = bsere(X,Y);(X',Y'», (4.9) 

V X,YEPl' A' V X',Y'E~A' It is defined by 

l1'e(X,Y) = (Xe(X,Y),Ye(X,y», X,YEPl' A' (4.10) 

where 

Xe(X,Y) 
= [x,EA;( - 1) Ie(lx,)ln Y I + Ilx,).6e(Jx,)JnXI = - 11, 

(4.11) 

YB(X,Y) = [xjEA;( - l)\B(!x,)JnX\ + \ \x j )6B(ix,)ln Y 
\ = _lj. 

The existence and the uniqueness of tr B is ensured by the fact 
that b S is a bijection of (fJ' A X fJ' A) 1\ onto ~ A X ~ A the dual 
of~A X~A' Moreover 

X",Y"E ~A X~F~bs«X,Y);re(X",Y"» 

is a character of ~ A X ~ A' hence it is of the form 

b s«XB,Ye);(X" ,Y "» = b s(lre(X,y);(X" ,Y "». 
It is easy to see that Xo> Ye are defined by 

Xe(X,Y) = [x,EA;b S«X,y);re(tP, [x;l» = - 1 L 
and similarly for Yeo 

Since r e is a bijective automorphism and b S a nonde­
generate bicharacter 'r B is an injective automorphism; more­
over it retains some properties of r e as exemplified by the 
following proposition. 

Proposition (4.12): Ire is a bijective automorphism of 
g; A X g; A which satisfies 

(i) I~ = i (the identity automorphism). 
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(iii) Ir eOT e, = l' e, 0 Ir 0> 

where l' e, denotes the extension of r e, to g; A X fJ' A [see Ref. 
1, (2.13)]. 

(iv) Ire([x;J.tP) = ([x;J.6.e;,e;), 

wheree;= [xJEA;i>i}. 

All these properties are easy to prove. Using this auto­
morphism, we can give another expression for [l2 F (I) where 
IEfiJ A' Indeed 

(lB([l2F(f) = L (Y/)(X,Y)(le(8~y) 
X.YEll" 

= L ( Y I \(X, Y)8~,,(x. Y) 
X,YEll, 

= L (Y/}(re(X,Y»8i,y 
X.YEll, 

= L ! Y (folr B )(X, y)8t y. 
X,YEll., 

Consequently the correspondence 

1_lotr B = IF, 

satisfies 

(le([l2F(f» = [l2S(fF). 

Hence we can state the following: 

(4.13) 

(4.14) 

Proposition (4.15): There exists an automorphism 'r B of 
fJ' A X fJ' A which leaves invariant the Haar measure and 
such that 

(le([l2F(f» = [l2s(fotre), 

V IEfiJ A' 

Indeed the group fJ' A X fJ' A is compact, hence any con­
tinuous function on fJ' A X fJ' A can be uniformly approxi­
mated by finite linear combinations of characters. 
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An analytical theory of pulse wave propagation in turbulent 
media 

K. Furutsu 

Radio Research Laboratories. Koganei-shi. Tokyo 184. Japan 
(Received 14 April 1978) 

The theory of pulse wave propagation in turbulent media is developed starting from the space-time 
transport equation with the forward-scattering approximation. The solutions are obtained by a fully 
analytical method based on the eigenfunction expansion, and the averaged intensity of plane wave pulse is 
presented by two different expressions for both the Gaussian and Kolmogorov turbulence spectra. These 
two expressions are given in the series, and the convergence of each series is good when the convergence 
of the other series is poor; in the case of the Gaussian turbulence spectrum, one of these expressions 
precisely agrees with the previous one obtained by Sreenivasiah et al. (1976). In connection with the 
pulse wave width, the pulse moments are evaluated in detail. The resolvent function is fully used to find 
the eigenvalues and eigenfunctions. 

I. INTRODUCTION AND PRELIMINARIES 

Recently, the pulse wave propagation has been studied 
by many authors'-6 in connection with the radio signals from 
pulsars and from communication satellites, and the media in 
these cases are the interstellar medium and the ionosphere 
or, more generally, plasma in turbulence. In cases of the 
radio signals propagated through unionized media, the 
broadening of pulses are coursed by discrete scatterers such 
as rains, clouds, and fogs as well as by the atmospheric 
turbulence. 7-'0 

The theoretical works seem to have been achieved so far 
by using the two-frequency mutual coherence functions 
which were obtained, except the work by Sreenivasiah et al.,9 
by numerically solving their equations, and were followed by 
the numerical integration over the frequency difference for 
the Fourier inversion. The analytical works also have been 
tried by use of a method similar to the Rytov approximation, 
although their results are applicable only to the cases of short 
optical distances. J. 7 

In this paper, the basic equation is chosen to be the 
space-time transport equation for the angular-frequency 
distribution function of wave, since the equation has a sym­
metrical form in space and time, and it is then subjected to 
the forward-scattering approximation: 

In the space-time coordinate system (X) = (x,t), where 
x denotes the three-dimensional space coordinates and t the 
time, the original wave equation is assumed to be of the form 

(1.1) 

where t/!(X) is the (scalar) real wavefunction, E(X) is the fluc­
tuating part of the square of refractive index,j(X) is the wave 
source density, and c is the wave velocity in the space of 
E(X) = 0. Generally, E(X) is also a function of the operator 
a/at but its explicit dependence will be suppressed in the 
following, with the understanding that E(X) is a well-ordered 
function in which a/at is ordered, e.g., to the left of x. 

Here, E(X) is assumed to be a small random quantity of 
the magnitude of IE(X)I-<l with <E(X) = 0, and its space-

time change is assumed to be negligibly small within the 
range of wavelength and period of time considered. The 
above conditions also enable us, if we are interested in the 
electromagnetic wave propagation in turbulent media, to use 
the scalar wave Eq. (1.1) instead of the Maxwell's equation, 
since, on these conditions, the waves are scattered mostly in 
the forward direction and the depolarization effect also be­
comes very smaIP·ll.'2 

Concerning the statistics of E(X), in Ref. 5, the Markov 
approximation was used, based on the forward scattering 
approximation or parabolic wave equation, to derive the mo­
ment equations of various order without the assumption of 
Gaussian statistics. In this connection, it will be noted that 
the condition IEI-< 1 in (1.1) is generally enough to enable us, 
when evaluating average values of the form 
< €(X)t/!(x,)t/!(x2) .. ·), to use the Gaussian statistics for E(X) 
even when it really does not follow the Gaussian (see Appen­
dix C). 

Under a rather general condition, the equation of the 
coherence function of wave, < t/!(x,)t/!(x2», can be shown to 
have the form of the Bethe-Salpeter equation, not only in 
media following the Gaussian statistics but also, e.g., in me­
dia of random discrete scatterers where their refractive in­
dexes could be very large and their sizes be very small as 
compared to the wavelength. l3

•
l4 From the equation of the 

coherence function, the conventional space-time transport 
equation can be derived under the conditions to be described 
later, and has the form lS 

[fl . ..!..... + c-'!..... + Y(fl,w)] J (fl,w;pl 
ap at 

= J: 00 dw' J d fl'a(fl,wlfl ',w')J(fl ',w';p) + JJfl,w;pl, 

(1.2) 

where fl is the three-dimensional unit vector, w the angular 
frequency, and J (fl,wji) = J (fl, - w;Pl is the angular-fre­
quency distribution function atp = (p,t ); the total irradiance 
J (ji) is given by 

J (Pl = f: 00 dw f dfl J (fl,wji); (1.3) 
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o-(ll,wlll ',w') is the scattering cross section per unit volume, 
per unit solid angle, and per unit frequency and, in terms of 
the correlation function of medium with the Fourier 
representation 

D (x, - x,) = <E(X,)E(X,» 

= (21Tt 'f dAi5(X) exp[ - iX-(x l - x,)], 

X-x = A'x - wt, (X) = (A,w), dX = dA dw, 

is given by 

a(ll,wlll ',(u') = a(ll, - will', - w') 

(1.4) 

~(321T't'(wlc)4 i5 [(cull - w'll ')Ic,w - w'], 

Iwl ~ Iw - w'l; 

it is connected to the extinction coefficient y(ll,w) 
= y(ll, - w) by the relation 

(1.5) 

wy(ll,w) = LX", dwJ dll 'w'a(ll ',w'lll,w); (1.6) 

J/ll,w;jJ) is the angular-frequency distribution ofthe wave 
source. 

Generally, including the case of random discrete scat­
terers, the transport Eq. (1.2) is derived from the Bethe­
Salpeter equation, under the condition l4 that the changes of 
1 (ll,w;jJ) and also of a(ll ',w'lll,w) are negligibly small for 
the variation of w---->w +.:lw over the range of .:lwlc of the 
order of magnitude of y(ll,w) <wlc and of I-I, where I is the 
smallest scale of 1 (ll,w,fi) in the direction of II and in the 
"time" ct; thereby the same condition holds also with respect 
to a(ll,(ulll ',w') by virtue of the symmetry. 

In the particular case of frozen model where the ran­
dom medium is spatially homogeneous and moving with a 
constant velocity v, then, the medium correlation function 
has the form 

<E(X,)E(X,» = D (x, - X 2 - v(t l - t2)], 

which, according to (1.5), gives 

a(ll,wlll ',w') = (41Tt 2(wlc)4i5[(wll - w'll ')Ic] 

X8(w - w' - (wll - w'll ')-vlc] 

(1.7) 

~a(ll - II ')8[w - w' - w(ll - II ')-vlc], 

Ivlcl<l, (1.8) 

where 

a(ll - II ') = (41T)-2(wlc)4i5(1l - II ')wlc], 
(1.9) 

y= f dll' aell ' - II ). 

In the following where the forward scattering is as­
sumed to be essential, as in the typical case of light-wave 
propagation in turbulent media, we shall use the spatial co­
ordinate system (x) = (x,z) with thez axis taken in the main 
direction of wave propagation, and also put (ll) = (!l,IlJ 
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where llz = (1 - !l')'12_1 - 4!l'. Then, (1.2) yields the 
equation of the angular-frequency distribution function 
1 (ll,{u;fi) = 1 (!l,w;p,z,t) of the form [Jc = 0] 

[!l' ~ + (1 - 4!l') ~ + c- I ~ + Y]I (!l,w;p,z,t) 
ap az at 

= f: 00 dw' f" oc d!l'a(!l - !l',w -w')/(!l',w';p,z,t). 

(LlO) 

Here, a(!l - !l' ,w - w') on the right-hand side is to be given 
by (1.8) with the condition Ivlcl<1. 

In order to solve (1.10), it is most convenient '6 to make 
the Fourier transformation, on its both sides, with respect to 
the variables !l and w, and hence, on assuming that the wave 
has a narrow frequency bandwidth with the center at ± wo, 

we put k = wol c and define a new function, according to 

I(r,r;p,z,t) = {"x dw Fe", d!l/(!l,w;p,z,t) 

(Lll) 
xexp[i[(w=Fwo)r=Fk!l.r]J, k=wolc, 

where signs =F are to be taken according as w~o, respective­
ly. Hence, since 1 (!l,w;p,z,t) is an even function of w, the 
contributions from the positive and negative frequency parts 
are exactly complex conjugate to each other, and hence we 
shall consider only the contribution from the positive fre­
quency part in the following. 

From (1.10), we find the equation of the new function 
thus defined, in the form 

[c-'~+ ~+ik-'~'~+ J..-(k _1~)2 ~ 
at az ar ap 2 ar az 

+ k V (r - vr) ]1 (r, r;p,z,t ) = 0, 

where, by (1.8) and (1.9), 

(Ll2) 

VCr - vr) = k-J: 00 dw f~ oc d !la(!l,1)8(w - k !l·v) 

x [ 1 - exp(i(wr - k !l.r)] 1 

= ik f: x dz[D (O,z) - D (r - vr,z)]. (1.13) 

Equation (1.12) becomes further simple by the intro­
duction of new coordinates, according to 

; = ct - z, r' = r - vr, (1.14) 

and by the change of variable from z---->; and r---->r': 

[
c-' ~+ ik-' ~.~_ J..-(k_,~)2 ~ 

at Jr' ap 2 Jr' a; 

+ kV(r') ]/(r';p,;,t) = o. (1.15) 

Here, when the media have the Kolmogorov spectrum, V (r) 
has the form 
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(1.16) 

where f3' and f3 are non dimensional constants and k m is the 
minimum length associated with the index of refraction fluc­
tuation; in terms of the structure constant C~ (meter-213

) 

f3' = 1.65k -I 10- 1/3 c~, kmlo = 5.92, 
(1.17) 

f3 = 1.46k -213 C~. 

Equation (1.15) is obviously equivalent to the equation 
derived from the equation of the two-frequency mutual co­
herence function, 18 which is based on the forward-scattering 
approximation or on the Markov random process approxi­
mation/· 7 and the latter equation has been exclusively used 
by previous authors. Here, it will be worthwhile to note that 
the transport Eq. (1.2) has a symmetrical form in space and 
time and is applicable also to the backscattered waves as 
well, and therefore the equation of back scattered waves cor­
responding to (1.15) can also be obtained in a similar fashion, 
whereas the situation will be more complicated when using 
the equation of two-frequency mutual coherence function 
which is based on the forward-scattering approximation. 
The above statement is valid for the pulse waves as far as they 
are subjected to the "diffractive" effect of the media. 

On the other hand, when deriving from the equation of 
two-frequency mutual coherence function, it is rather easy 
to take account of the additional "refractive" effect l7 (al­
though it is usually very small or, in the case of pulsars, is not 
actually observed 1.5) and to find the corresponding term to 
be added to the left-hand side of (1.15), but it is not the case 
when deriving from the transport equation and, to find the 
refractive term, the next order correction to the transport 
Eq. (1.2) is necessary to contain the second-order terms with 
respect to J/Jp. 

2. PLANE WAVE PULSE 

In case of plane wave pulses, the solution of (1.15) be­
comes independent of the coordinates p and may be repre­
sented by an integral of the form 

J(r';;,t) = (21Ttl J: 00 dueiuti(r';u,t), (2.1) 

where, by (1.15) and (1.16), i(r';u,t) is a solution of 

lC-1 ! - ~ iU( k- I ~,y + kf3/kr' la ]i(r';u,t) = O. 

(2.2) 

Equation (2.2) can be expressed in the simple form 

[~ + H ]i(~'7J) = 0, (2.3) 

in terms of the new coordinates ~, 7J and the operator H 
defined by 

~ = (2k{3 /iu)l/(a + 2)kr', 7J = (iu/2k{3)a/(a + 2)2k{3ct, 

(2.4) 
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I arg(~) I < 1T2-I(a + 2)-1, I arg(7J) I < 1T2- la(a + 2tl, 

2;;'a> 1, 

(2.5) 

Although the new coordinates ~ are complex according 
to (2.4), an effective way to solve (2.3) is to construct the 
eigenfunctions of H, which are defined by the eigenvalue 
equation 

(2.6) 

Here, when ~ are real, the operator H is Hermitian and self­
adjoint, giving the real eigenvalues A and the orthogonal 
eigenfunctions tP A(~)' which may be normalized according 
to 

(2.7) 

All the above properties of the eigenvalues and eigen­
functions remain to be valid even when ~ are changed from 
real to complex coordinates, in so far as the eigenfunctions 
are analytically continued. Here, when a = 2, H is exactly 
the same as the Hamiltonian of two-dimensional linear 
quantum oscillator and therefore A = 2n + 1, n = 0,1,2, ... ; 
also tP A (~) can be obtained exactly and be shown to tend to 
zero as I ~I---+ 00 for the complex ~ of (2.4). This is also the 
case for other cases of a < 2, as will be seen later. 

In terms of the eigenvalues and eigenfunctions, the so­
lution of (2.3) for the initial values i (~,O) is exhibited by 

i (~,7J) = ~ exp( - A7J)tPA (~) f d~' tPA (~')i (~',O). (2.8) 

Here, from the orthogonality and completeness of the 
eigenfunctions, 

I tP A (~)tP A (~') = 8(~ - ~'). (2.9) 
A 

A. Pulse wave for a perfectly coherent initial 
wave 

When the initial wave at t = 0 is a perfectly coherent 
plane wave pulse and has the form of 8(z), given by 

J (O,w;p,z,t) I, = 0 = 8(0)8(w - wo)8(z), (2. lOa) 

or, according to (1.11), (2.1), and (2.4), by 

J (r,r;p,z,t) I, = 0 = 8(z), i (~,O) = 1, (2. lOb) 

then, from (2.1) and (2.8), the total irradiance 

J (b,t) J (r';;,t) I r' = 0 = f: 00 dw f d OJ (O,w;z,t) (2.1Ia) 

is exhibited by 

J(b,t) = ~ CA(21Tt l f: 00 du exp( - A7J + ius), 

(2. 11 b) 

CA = tP A (0) f d ~tP A (~), 7J = (iu/2kf3 )a/(a + 2)2k{3ct. 

Here, 7J is a function of u given by (2.4) and, in order that the 
condition in (2.4) is fulfillled over the whole range of integra-
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tion, the branch cut is taken from the origin to + i 00 along 
the positive imaginary axis of u and also the path of integra­
tion along the infinitesimally lower side of the real axis. 
Thus, we find that I (;,t) = Ofor; < Oby deforming the path 
of integration into the infinite lower semicircle. 

In terms of new variables, defined by 

u; = .dw(t - z/c), .dw = uc, 

1] = (i.dw/we)a/(a + 2), We = t -1(2(3wot) - 2Ia, 

(2.11b) is also expressed in the form 

I(;,t) = _I_I"" d.dw (I CA exp[ -A 
2trc - "" A 

(2.12a) 

X (i.dw/wc>a/(a + 2)] exp[i.dw(t - z/C)]), (2.12b) 

where A and C A are to be given by the following (2.22) and 
(2.24). Thus, we find that the factor ( ) in the integrand of 
(2. 12b) provides the two-frequency mutual coherence func­
tion of waves for the frequency difference .dw. In Fig. 1 is 
shown the normalized two-frequency mutual coherence 
function, given by the real part of the integrand of (2. 12b), as 

a function of .dw/we for a = 2 and %. 
In order to evaluate the integral in (2.11 b) for; > 0, we 

define a new variable of integration, according to a = - ius 
with 

1] = ( - a)a/(a + 2)t/J, t/J = (2k(3ct )(2k(3;) - a/(a + 2), (2.l3) 

whence 

I(;,t) = (2triO-1 ~ CA f~""i~~8 da exp[ - a 

E 
2 
u 

'" ~o.s 

'" u 

~ 0 
~ 
o 
u 

-0·5 

- ( - a)a/(a + 2)At/J], {j = + 0, 

0.1 0.2 0.5 2 5 10 20 

(2.14) 

50 

FIG. 1. The normalized frequency spectrum of pulse wave given by (2.l2b) 
for Gaussian (a = 2) and Kolmogorov (a =~) spectra of turbulence. 
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Q-plane 

cut 

FIG. 2. Path of integration for (2.14). 

where arg( - a) = ° for a < 0. The above path of integration 
may be deformed to the contour path c which starts at 
a = + 00 and goes to the origin along the infinitesimally 
lower side of the positive real axis; it then encircles the origin 
in the closewise and returns to the starting point along the 
infinitesimally upper side of the real axis (Fig. 2). Thus, after 
the expansion of the integrand in the power series of At/J, the 
use of the Hankel contour integral 

1 _ 1 Id ( )-Z-Q --- - a -a e 
r (z) 2tri e 

(2.15) 

brings (2.14) into the form 

I(;,t) = IIA(;,t), ;>0, (2.16) 
A 

where 

IA(;,t)=;-ICA I {m!r[ -ma/(a+2)]} l(_At/J)m 
m~O 

= (tr; Y1CA I (m!ylr [1 + a(a + 2ylm 1 
m= 1 

X sin [2trm(a + 2yl 1 (At/J )m. (2.17) 

In the special case of a = 2, (2.17) gives 

I A (;,t ) = ; -I C Atr-I12(At/J /2) exp [ - (At/J /2)2], a=2, 
(2.18) 

where the coefficients C A ' defined by (2.11 b), are found to be 
( - ) n2 for A = 2n + 1,n = 0,1,2, ... , respectively [see 
(2.24)]. 

According to (2.13), cp-oo as ;-0, and the conver­
gence of the series (2.17) becomes poor when At/J> 1. The 
asymptotic expression in this case can be obtained by using 
the saddle point approximation in the integral in (2.14), 
where the saddle point as exists on the negative real axis at 
as = - [a(a + 2ylAt/J P + a/2 (Fig. 2). Thus, 

IA(;,t)-CA(20-1[(a + 2)/tr]1/2[a(a + 2)-IAt/J](1 +a/2)/2 

X exp{ - (2!a)[a(a + 2)-IAt/J ] 1 + a/2}, At/J> 1. 

(2.19) 
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FIG. 3. The total intensity I ct,!) given by (2.16) asa function of(! - zlc)IT 
for a = 2 and 5/3. 

Note that (2.19) agrees with the exact expression (2.18) 
when a = 2. 

When; = et - z is small enough to satisfy the condi­
tion AifJ~ 1 for all the A's, then I (S,t ) is actually determined 
by the first term of the series (2.16) with the asymptotic ex­
pression (2.19) and, even when ifJ - 1, several terms of the 
series are good enough for practical computation (Fig. 3). 

On the other hand, since the eigenfunctions if A(~) are 
symmetrical around the z axis of wave propagation in the 
present case, the eigenvalue equation (2.6) with (2.5) is ex­
pressed, in the cylindrical coordinate system, by 

( g-l..!!..-g..!!..- + lA - g a) if A (5) = 0, g = I ~I. 
Jg Jg 

(2.20) 

Here, the asymptotic expression of A for large eigenvalues 
can be obtained from the quantum condition [refer to (BlO) 
with (B2)], and the result is that the A 's are the roots of 

(2,4)' .. 

( dg(lA - ga)ll2_ rr(n + 112), n = 0,1,2,..·, 
Jo 

(2.21) 

which, on using the new variable of integ at ion x = gallA, 
gives' 

A -(112)[ rr(n + 1I2)a1B (lIa,3/2) ]2a/(a -+- 2), 

n=0,1,2,.·., (2.22) 

where B (v,f.l) is the Beta function defined by 

B(v,f.l) = t dxx v - t (l-x)J1.-t = r(v)r(p.).(2.23) 
Jo r(v+f.l) 

Note that, when a = 2, Eq. (2.22) gives the exact eigenvalues 
A = 2n + 1, in spite of the fact that (2.22) is valid only in the 
asymptotic sense. 

The corresponding expression of the coefficients C A' de­
fined by (2.11b), is found to be [see (BI5)] 
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CA -( - t (2a)ll2rrIB (lIa,1I2), n = 0,1,2, .. " (2.24) 

which again gives the exact expression CA = ( - t2 when 
a = 2. Thus, we may expect that both (2.22) and (2.24) will 
be highly reliable even when a = 5/3 < 2. In Table I, the first 
several eigenvalues are shown according to (2.22). 

In Fig. 3, the values of I (S,t ) are shown as a function of 

; Ie = t - zle for a = 2 and~. Here, use is made of (2. 16), 
3 

(2.17), and (2.19), and the constant Tis defined, according to 
(2.13), by 

(2.25) 

These curves show a very good agreement with those shown 
by the previous authors who solved (2.2) by a numerical 
method5 for a = 5/3 and by an analytical method9 for a = 2. 
In the latter case, I (S,t ) was expressed by a residual series 
whose convergence is good when; - 00 or ifJ<.l, whereas the 
convergence is poor when; -0 or </>~ 1 [refer to (3.15)]. 
Therefore, the situation is just inverse to that of the present 
series (2.16) with (2.18), whose convergence is good when 
ifJ~ 1, and indeed these two expressions are found to be two 
different expressions of the same analytical function (Sec. 3). 

B. Pulse wave for a perfectly incoherent initial 
wave 

So far we have considered the pulse waves when the 
initial wave at t = ° is the coherent plane wave having the 
form of t5(z) , as given by (2.10). Another extreme case is 
where the initial wave is a perfectly incoherent pulse with the 
same factor t5(z), i.e., 

I (fl,{U;p,z,t) I t ~ 0 = (2rry2t5(w - (Uo)t5(z), (2.26) 

or, by (1.11), 

I (r,r;p,z,t) I t ~ 0 = t5(kr)t5(z), (2.27) 

which, in the coordinate system ~ of (2.4), is expressed for­
mally by 

T(~,O) = (2k(J liu)2/(a -+- 2)t5(~)t5(z), 
(2.28) 

t5(~) = (2rrs y 1t5(5 - 0). 

For the initial condition (2.28), the use of (2.8) and the 
procedure leading to the expressions (2.14) and (2.17) yield 
[with the superscript i attached to I (S,t)] 

TABLE I. Asymptotic values of eigenvalues given by (2.22). 

o 2 3 4 5 6 

5/3 
2 

0.971 2.637 4.195 5.697 7.159 8.591 10.000 
I 3 5 7 9 11 \3 
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J ig,t) = (21TCt tl~ L tflA (0) 
A 

Xexp[ - a - (- a)a/(a+2)A~] (2.29) 

= L tflA (0)(21TCt tl f ~ ( - A~ )m , 
A m =0 m!r [(2 - ma)/(a + 2)] 

which may be given in the form 

Jig,t) = LJ~g,t), 
A 

where, with the aid of (B 17), 

J~ g,t) 

(2.30) 

= C~(21TCt)-I1T-l f (m!)-l sin[21T(m + 1)/(a + 2)] 
m=O 

x r [ 1 + (ma - 2)/(a + 2)] (A~ )m + 1, (2.31) 

(2.32) 

Here, the asymptotic expression of J ~ g,t) can be obtained, 
as in (2.19), by using the saddle-point approximation in the 
integral in (2.29) and it is found to be 

l~g,t)~C~(21Tct)-I(l/2 + l/a)[(a + 2)/1T]112 

X [a(a + 2t1A~ ] (l + a/2)/2 

xexp{ - (2!a)[a(a + 2tIA~]1 +a/2}, A~:>l. 
(2.33) 

It will be noted that, according to (2.24), CA has the factor 

( - r whereas C ~ has not. 

When a = 2, we obtain C ~ = 2! A and 

l~g,t)~C~(21Tct)-I1T-I/2A~ exp[ - (A~/2)2], a = 2. 
(2.34) 

In Fig. 4 are shown the curves of (21TCt )ig,t ) as a func­
tion of the same variables as in Fig. 3. These curves show that 
ig,t) tends to (21TCt )-1 as {;--+ 00 and make a notable differ-

(I -.'cllT 

FIG. 4. The total intensity F(t,t) given by (2.30) as a function of«( - z/C)/T 
for a = 2 and a = ~. 

J 
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ence from the corresponding curves in Fig. 3. Here, since, by 
(2.13), ~--+O for f3--+O as will as for {;--+oo, the asymptotic 
expression of rg,t ) should agree with the solution of the 
original equation (1.12) or (1.15) in free space for the same 
initial wave condition (2.27) and, indeed, the latter solution 
is found to be (21TCt >-1 for{; = ct - z> OandOfors <0. Thus, 
the rather peculiar behavior of r'g,t) may be understood to 
be reflecting the physical situation that, at each point on the 
plane of initial pulse wave at z = 0, there is always such a 
component of wave which can directly reach the point of 
observation without bending the path of wave propagation, 
whereas this is not the case when the pulse waves are coher­
ently initiated by (2. lOa). 

3. ASYMPTOTIC EXPRESSIONS OF PULSE 
WAVES FOR LARGE VALUES OF ~ = ct - z 

The convergence of the series (2.16) and (2.30) for the 
total irradiance I g,t) is very good when ~:> 1 or S ~O, but 
becomes poor when ~< 1 or {; ~ 00. In order to obtain the 
various asymptotic expressions in the latter case, we refer to 
(A24) with (A23) to apply tol (s,Tf) in (2.8). Thus, in the case 
of (2.10) where the initial wave is coherently excited, we 
obtain 

i(s,Tf) = _1_.fiOO dAe-ATJ (00 ds's'RA(5ls'). 
2m - ioo Jo 

(3.1) 

Here, RA (5lls2) is given by (A 15) and, if we are interested 
only in the asymptotic expressions for A:> 1, 1~ (5 ) and 
1;(5) are given by (B2) and (B7), respectively, and the 

bracket [f; J~ ] by (B9). Therefore, 1~ (0) = 1, and (B 14) 
with A replaced by A, may be used to evaluate the last inte­
gral in (3.1). Thus, using (A 1 5) in (3.1) gives 

- 1 fiOO I (O,Tf) = 1T(2!ar -. dA e - ATJ(U )lIv- 1 sec cp, 
2m - ioo 

(3.2) 
cp = a-'B (l/a,3/2)(U )lIv, 

v = 2a/(a + 2) < 1, I arg(A ) I < 1T/2, 

I g,t ) = (21T)-1 f: 00 du eiut;j (0, Tf)· (3.3) 

In order to evaluate the integral (3.3) with (3.2), we 
define new variables of integration, according to 

a = - iuS, b = ATf, Tf = ( - a) v/2~, (3.4) 

with a and ~ defined by (2.13), and hence obtain 

Ig,t) 

with 

= (2atIl2(2!~) I/V(21Ti{; yl J~~oo ~ /j da( - at l12e .. a 

X (2ll' J~~~-.~ /j db b I/v- Ie - b sec cp, fj = + 0, 

(3.5) 

cp = (2!~ )lIVa -'B (l/a,3/2)( _ ay' 12b I/v, 

larg(-a)I<1T12,I;;;.v>f· (3.6) 
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Here, Im[q?]~Odependingon arg(b) = ± 1T/2, respectively, 
and sec(q?), involved in the last integrand of (3.5), can be 
expanded in the series 

sec(q?) = 2 f (- ye ± i(2n + \)'P, Im[q? ]:;CO. (3.7) 
n=O 

To evaluate the integral (3.5) with the expansion (3.7), 
we first integrate with respect to the variable a and thus have 
the integrals of the form 

1 JiOO - 0 
g(b, ± icn ) = -. da ( - atll2 

2m -ioo-O 

n=0,1,2,.··. (3.9) 

Here, with the aid of formula (2.15), (3.8) is expanded in the 
power series of C n , by 

00 (+ ic )m 
(b ')" - n b m/v g ,± ICn = £.. ' 

m =0 m!r [em + 1)/2] 

arg(b) = ± 1T/2. (3.10) 

Thus, in terms of the function 

(3.5) is exhibited by 

I <t,l) = (2/a)1/2(2/¢> )lIv; -I f (- YF(cn). (3.12) 
n=O 

Here, on using (3.10), we obtain from (3.11) 

F(Cn)=Im( f r[(m+ l)/v] eimlT12 c;) 
m=O m!r[(m + 1)/2] 

When a = 2, (3.13) gives 

(3.13) 

F(cn ) = Cn exp( - Cn 2), (3.14) 

and hence, from (3.12) with ¢> given by (2.25), we obtain 

l<t,f) = 2<t¢> )-1 f (- r Cn exp( - cn
2
), a = 2, 

n=O 
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s-plane 

-1 ° 1 2 3 4 

-------+-f*~~c 

FIG. 5. Path of integration for (3.17). 

which gives the exact expression obtained by Sreenivasiah et 
aU using a residual method. Note that the series (3.15) has 
the same form as the previous series (2.16) with (2.18) where 
A = 2n + 1 and CA = ( - t2; the only difference is that ¢> 
and ¢>-I are interchanged. 

Here, as ;-00, ¢>-D, and hence also cn-oo by (3.9). 
Therefore, when actually using the expression (3.12), we 
need the asymptotic expression of F(x) for large values of x 
and, to this end, first begin with its integral representation 
suitable for this purpose. In reference to 

Res[r(-s)L=,=(-)'+I/l!, 1=0,1,2,.··, (3.16) 

it is straightforward to bring the series (3.13) into the inte­
gral representation of Barnes-type: 

F(x) = _1_. Ji'" -8 ds r ( - s)F [2(s + I)/v] X2s+ 1 

21Tl -ioo-8 r[2(s+ 1)] , 

(3.17) 

which gives the original series in terms of the residual series 
due to the poles of the factor r ( - s) (Fig. 5). 

Here, when v < 1 or a < 2, the integrand of (3.17) has 
the poles also due to the factor r [2(s + I)/v] at 
s = - mv/2 - I, m = 1,2,. .. , on the negative real axis of s 
and 

Res{r [2(s + I)/v]}, = _ m"/2 1= (v/2)( - yn/mL 

(3.18) 

Therefore, on shifting the path of integration to the left of the 
imaginary axis and using the residue values (3.18), we obtain 
the asymptotic expression 

00 

F(x)-(21Ttlv I (m!tlr(l + mv/2)F(1 + mv) 
m-=-l 

Xsin[1T(I- v)m] x-m"-.I, x~l, v< 1, 

(3.19) 

whereas the exact expression (3.14) is available when v = 1 
ora = 2. 

Here, when ¢><.I and therefore cn~ 1 by (3.9), the as­
ymptotic expression (3.19) is available for all the terms in the 
series (3.12). Thus, in terms of the function defined by 

fJ(x) = f (- )n(2n + I) -x, (3.20) 
n=O 
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10 20 

(t-'Z/c)/T 

30 40 

FIG. 6. The tail part of the pulse intensity I (t,t) according to (3.21). 

we find that. when ¢~ 1 and v < 1. 

00 

]<;.t)-1T-2
I CA 1;-1 I (m!tlp(1 +mv)r(l +mv/2) 

m~ I 

xr(l +mv)sin[1T(I-v)m] {(¢/2) 

X [alB (l/a.312)]v}m. (3.21) 

where CA is given by (2.24) with the relation 

1 CA 1 = 1Tv(al2)II2/B (l/a.3/2) = 1T(2a)II2/B (l/a.l/2). 

(3.22) 

It will be noted that ¢ r:x; - v/2 by (2.13) and hence. as 

;-oo'/<;.t)-;- "12 - 1= t l6/11 fora = ~.andthismakesa 
3 

notable difference from the asymptotic form (3.15) for 
a = 2. which exponentially decreases with; as ;-00 (Fig. 
6).19 

The asymptotic expression for the pulse wave f<;.t) for 
the incoherent excitation can be obtained in the same way 
and. on referring to (2.28). Eq. (3.1) is replaced by 

i(s,7}) = (2kP /iu)2I(a + 2l[(21T)'i] - I 

X f~ociOO dAe - A1/R.1 (£ 10). 
(3.23) 

where the last expression has been derived from (AI5) with 
(B2). (B5). and (B8). The result is 
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]i<;.t) = (21TCt )-1 [ 1 + 2 "t/ - )"Fi(Cn
i
)]. 

C"i = 2n(2I¢ )I/Va-IB (l/a.3/2). 

Fi(X) = f (_ )1 r(l + 21/v)x21• 

1 ~ 0 /!(2l)! 
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(3.24) 

which corresponds to (3.12) and (3.13) with (3.9). 

Here. when a = 2 or v = 1. (3.24) gives 

cn
i = 1Tn/¢. F'(X) = exp( - x 2

). (3.25a) 

whereas. when a < 2. F (x) has the asymptotic expression 

F '(x)_1T- I f (m!t'r [em + l)v/2]r [em + l)v] 
m~O 

xsin[ 1T(1 - v)(m + 1)] x - (m + Ilv, V < 1. (3.25b) 

Thus. 21Tctf<;.t)-1 as ;-00 or Cn-oo (Fig. 4). 

4. PULSE MOMENTS 

Since. by (2.13) and (3.9). ¢ r:x ; - vl2 and C n r:x; 112 and 
therefore C n 2s + I r:x ; s + 112, we find. on using (3.12) with the 
integral representation (3.17). that. for any p>O. 

fd;,;,p]<;'.t) = (2Ia)'1'(2/¢)IIV;P f (- )nFP(cn). 
o n~O 

(4.1) 

where 

FP(x) = _1_f,oo-b ds r (-s)r[2(s+I)/v] X2s + 1 

21Ti -ioo-o (s+p+ 1)r[2(s+ 1)] , 

p>O. ~.~ 

Here. as in (3.17). the path of integration in (4.2) can be 
shifted to the left side to obtain the asymptotic expression of 
P'(x) and. then. the contribution from the pole at 
s = - p - 1. say F{;(x). is found to be 

. F{;(x) = r(1 + p) r(1 + 2p)sin(21Tp) x - 2p I 

r(1 + 2p/v) sin(21Tp/v) 

which contribution to the nth term on the right-hand side of 
(4.1) is therefore proportional to 

(2I¢ ) I h'; Pc 11 - 2p . I = (cT)p[a/B (l/a.3/2)]2p t I 

X(2n + 1) 2p- I. (4.4) 

where use has been made of (2.25) and (3.9). Note that (4.4) 
is independent of;. The total contribution from the terms 
(4.4) to the right-hand side of(4.1). say <;P), is thus given by 

<;P)/(cT)P = (2Iar[a/B(l/a.3/2)]2p
+ 'P(2p + 1) 

X r(l + p)r(l + 2p) sin(21Tp) 

r(l + 2p/v) sin(21Tp/v) 

where p (x) is defined by (3.20). 

(4.5) 

When v < 1. the integrand in (4.2) has the additional 
poles due to the factor r [2(s + 1)/v] at s = - mvl2 - 1. 
m = 1.2 .. ··• on the negative real axis. Here. in order that the 
integral (4.1) tends to a finite value a~-oo, the contribu­
tions from all these poles to the right-hand side of(4.1) are to 
vanish as ;-00 since. by (4.4). the contribution from the 
pole at s = - p - 1 is independent of ;. Thus. the integral 
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(4.1) converges ast--oo whenp <v/2 (wherep = v/2isthe 
special case in which the first pole at s = - v/2 - 1 coin­
cides with the pole at s = - p - 1 to make a double pole and 
yields a term of logt), and we find 

I'" dttPI(t,t) = <tP), p<v/2, (4.6) 

h h d·,· 5 h 5 were t e con luon IS p < II w en a = 3' 

On the other hand, when a = 2, the integrand in (4.2) 
has the pole only at s = - p - 1 on the negative real axis 
and therefore (4.5) is valid for all values of p > - 1. Thus 

<tP>/(eTY = (4/11'fP+ 1/3(2p + 1)r(1 +p), 

a = 2, p> -1, 

which gives 

<t> = 2eT, <(t - «>)2> = 2.666(eT)2. 

(4.7a) 

(4.7b) 

In the special case of p = 0, (4.5) with (3.22) gives 

<I) = /3 (l)(2a)1I2VIB (lIa,3/2) = (2111')/3 (l)ICA I 
= ICA /21, /3(1) = 17'14, (4.8) 

while <1> should always be equal to 1, as may directly be 
seen from (2.1) with (2.2). Here, according to (4.8), < I > = 1 
for a = 2, whereas <1> = 1.034 for a = 5/3, and therefore 
the 3.4% discrepancy in the latter case will represent an 
overall error by the present method based on the asymptotic 
values of eigenvalue (2.22) and the corresponding 
eigenfunctions. 

5. SUMMARY 

An analytical theory of pulse wave propagation in tur­
bulent media, based on the conventional space-time trans­
port equation, was developed and was found, after the for­
ward-scattering approximation was made, to be equivalent 
to the corresponding theory based on the equation of two­
frequency mutual coherence function which has been exclu­
sively used by previous authors. The above conclusion is val­
id as long as the pulse waves are subjected only to the most 
important "diffractive" effect of the media, whereas, in or­
der to take the supplemental "refractive" effect also into ac­
count, the transport equation needs to be modified to include 
the higher order terms. The pulse wave intensities were then 
exhibited in terms of the eigenfunction series for both coher­
ent and incoherent initial waves (Sec. 2), and the associated 
resolvent function was fully used to find the eigenvalues and 
eigenfunctions (Appendices A and B). The quantum condi­
tion, based on the WKB approximation, was used to obtain 
the explicitexpresson of the eigenvalues as a function of the 
medium parameter a to apply to the media of both Gaussian 

(a = 2) and Kolmogorov (a = f) turbulence spectra. Here, 

in case of the Gaussian spectrum, the expression gives the 
exact eigenvalues and also the exact eigenfunction series for 
the averaged pulse wave intensities. The convergence of the 
series is very good in the beginning part of pulse wave, 
whereas it becomes poor in the tail part. Another expression 
of the pulse wave intensities was obtained in the series whose 
convergence is good in the tail part of the pulse wave [Sec. 3]. 

625 J. Math. Phys., Vol. 20, No.4, April 1979 

In case of the Gaussian turbulence medium, the latter series 
precisely agrees with the previous result obtained by Sreeni­
vasiah et al.9 The pulse wave has a long tail in case of the 
Kolmogorov spectrum, whereas it has a short and exponen­
tially decreasing tail in case of the Gaussian spectrum. In 
connection with the pulse width, the pulse moments were 
evaluated in detail (Sec. 4). When the media are composed of 
random discrete scatterers such as rains and clouds, the ei­
genfunction expansion in Sec. 2 needs to be modified to ac­
commodate additional eigenfunctions of continuous spec­
trum (Appendix A). 

APPENDIX A: RESOLVENT FUNCTION OF H 
AND THE ASSOCIATED EIGENFUNCTIONS 

An effective way of constructing the eigenfunctions of 
(2.6) is to use the resolvent function of H which, according to 
(2.5), is given in the form 

(AI) 

in the cylindrical coordinate system of s. We begin with 
(2.3), 

(A2) 

which, by the Laplace transformation with respect to 'T/, 
gives 

Lap[i(5,'T/)] = 100 

d'T/fI'fJi(5,'T/) 

= (H - A. tl i (5,0), Ref A. J < 0, (A3) 

which, by the Laplace inversion, gives 

i(5,'T/) = _1_. fi oo 

- E dA. (H _ A. tie -A.'7i(5,O), £>0. 
217'1 - ioo -, 

(A4) 

Here, the operator RA. = (H - A. tl is called the resolvent op­
erator of H. 

In (A 1), we first suppose V (5) to be a real function of S 
so that the operator H becomes real and self-adjoint. The 
eigenvalue equation is given by 

(AS) 

where the eigenfunctions 1/1 A are to be finite at S = 0 and to 
tend to zero as S -- 00; the eigenvalues A are first assumed to 
have only discrete values. 

For two arbitrary functions 1/1' and 1//', it holds 

ib 

ds S(I/I'HI/I" - I/I"HI/I') 

= - tS(I/I' ~I/I" - 1/1" ~I/I')lb . as as ~=a 
(A6) 

Here, by putting 1/1' = I/IA' 1/1" = I/IB' and a = 0, b = 00 in 
(A6), we can directly confirm the reality of eigenvalues and 
also the orthogonality of eigenfunctions 

(tfA;I/IB) 100 

dSStfA(5)tfB(5)=OAB' (A7) 
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which, together with the completeness, gives 

I ¢A(5,) ¢A(5Z) = S 1-18(5, - SZ). (A8) 
A 

The resolvent operator R A can be exhibited in terms of 
the eigenvalues and eigenfunctions of Has 

R A(5Mz) = I(A - A t'¢A (5')¢A (5z), 
A 

which, on the other hand, is the solution of 

(H - A )RA(5 15') = 5-'8(5 - 5 '), 

(A9) 

(A 10) 

as may directly be proven by the substitution of (A9) with 
(A8). Equation (A9) shows that R A(5,15z) has the poles at 
A = A,B,.··, with the residue values 

(All) 

On the other hand, the solution of (A 10) can be ex­
pressed in terms of the solutions of 

(H - A )fA(5) = 0: (AI2) 

Letf~ (5) andfX' (5 ) be the solutions of(AI2) satisfying the 
conditions at 5 = 0 and 5 = 00, respectively, and substitute 
¢'f~ (5) and ¢"fX'(5) in (A6). Then, in terms of the notation 

[f~JX']=!5[.r~(5) :sfX'(5)-fX'(5) ~f~(5)](AI3) 
being equal to the Wronskian ofj~ andfX' except for the 
factor !S, the use of(AI2) shows that 

[f0J ° (A14) A X'] = - [fX'JA] =const, 
independently of 5. Now, the solution of (A 10) is given by 

RACSMz) = [fX'J~]-lf~(5<)fX'(5», (AlS) 

where 5>,5 < denote the larger and smaller of 51> 52, respec­
tively. In order to prove (AIS), it is only necessary to check, 
on the left-hand side of (A 10), the term that resulted from 
the discontinuity at 5 = S' and, with the aid of (AI3) and 
(AI4), this term is easily shown to give the right-hand side of 
(A 10). 

In order to evaluate the eigenfunctions ¢A(5) according 
to (A II) with (A IS), we first note that ¢A(5) are the solutions 
of (A 12) satisfying the boundary conditions at 5 = 0 and 00 
at the same time and therefore, as A---+A,f~ (5) and f X' (5 ) 
tend to the same function except for a constant factor; hence 
also [fX' J~ ]-0 by the definition (A13). Thus, it follows 

A -plane 

cut 

ABeDAo 

FIG. 7. Path of integration for (A22). 
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from (AIS) that R A(5d5z) has the poles alA = A by the fac­
tor [f r J~ ] - 1, and therefore from (A II) also that 

¢A(5')¢A (5z)= -f~(5')fA(5zV-~ [fX'J~]A~A' 
(AI6) 

and the eigenvalues A are given by the roots of 

[frJ~L~A =0. (A17) 

Here, the above result is valid even when V (5) is a dis­
continuous function of 5, and it is then most convenient to 
evaluate [fX' J~ ] at the point of discontinuity since it is to be 
independent of S-

It often happens that, besides the discrete eigenvalues 
A,B,'" <Ao, as we have assumed, there exist also the continu­
ous eigenvalues in the range 00 >A >Ao. However, the exten­
sion of the above results to this general case is rather straight­
forward: (A 7)-(A9) are first changed by 

(¢B'¢A)-100 

d55 ¢B(5)¢A(5) = 8(B - A), B,A >Ao, 

(AI8) 

I ¢A (5')¢A (52) + f" dA¢A(5')¢A(5z) = 5 1-18(5, - 52), 
A<A" A" 

R A (5,15z) = I (A -A )-'¢A(5')¢A(52) 
A<A" 

(AI9) 

The expression (AI9) means that, in the complex plane of A, 
R A(5,15z) has a branch cut starting from A = Ao and ending 
at A = + 00 along the real axis, besides the poles at 
A = A,B,. .. <Ao. Here, the discontinuity of the values of RA 
on the upper and lower sides of the branch cut is 

[RA + io(5,ISz) - RA - io(5Mz)]A ~ A >A" = 2rri¢A (5')¢A (52)' 

(A20) 

Therefore, it follows from (All) and (A20) that, for any 
function given in the form 

F(5,15z) = I f(A )¢A(5')¢A(5z) 
A <A" 

(A21) 

with theconditionf(A )-0 forA- + 00,F(5,152)can be ex­
hibited in terms of R A(5M2) as 

(A22) 

where, if the smallest eigenvalue is chosen to be zero, the 
path of integration c starts at + 00 and goes to the origin 
along the infinitesimally lower side of the real axis; then it 
encircles the origin in the clockwise and returns to + 00 
along the infinitesimally upper side of the real axis (Fig. 7). 
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Note that the expression (A22) is correct irrespectively of 
whether the eigenvalues are discrete, continuous or both. 

In the case of (2.11), for example,f(A) = exp( - A1,I) 
and the expression (2.11b) can be given in terms of 
SO' ds sF(O\O and, in the case of(2.29), in terms of F(O\O). 
Here, the path of integration in (A22) can be deformed to 
give 

(A23) 

On the other hand, directly from (A4), the use of(A23) gives 

i(5,1,I) = L" ds 's'F(5\s ')i(5',O), 

which is the alternative expression of (2.8). 

(A24) 

APPENDIX B: ASYMPTOTIC VALUES OF A AND 
CA 

Although it is difficult to find the exact eigenvalues A 
and the eigenfunctions tP A by solving (2.20), their asymptot­
ic expressions for large values of A are comparatively easy to 
obtain: We start from (A12) which, in the present case, is 
given by 

[S-l -bs ~ - sa + U L· (5) = 0. (Bi) as as y;. 
Here, when A~>1, the asymptotic expression ofJ~ (5) is 
found to be2l 

J~ (5) = [<p (5)/s<p '(5)] I12Jo[<p (5)], J~ (0) = 1, 

<p(5) = f dx(U - xa)ll2, <p '(5) = (U - sar, 

which gives 

o {Jo[(2A )II2S], s«U )1/<1 

J;.(5)~ (2hr)I12[s<p '(5)]- 112 cos[<p(5) -1T/4], 

(B2) 

<p (5» 1. (B3) 

In the neighborhood ofs -(U) II" where<p'(5)-O or 

J1 (5 ) - 00, we can make the approximation 
2,1 - Sa -a(U) 1- lIa[(u) I/a - s] and replace (B1) by 

[(a/az)2 + z/3 ]fez) = 0, s - (U )1/0> 1, 
(B4) 

Here, in the same range of S as in (B4), the asymptotic ex­
pression in (B3) is expressed by 

J1 (5) = I"(z) - (2hr)l12(U ) - l12ah -1I2(Z/3tI/4 

x cos! <p [(U ) I/a] - Z - 1T/4 j, z> 1, (B5) 

Z = 2(z/3)312. (B6) 

On the other hand, the solution of (B4) which tends to 
zeroasz~ - 00 (ors~ + 00), sayJOO(z), is given, in terms 
of Z in (B6), by 
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1 Joo JOO(z) =- dtexp[i(t J -zt)] 
2 -"" 

and, when z> 1, has the asymptotic expression 

JOO(z)_(1T/3)II2(z/3)-1I4 cos[Z -1T/4], z>l, 

which corresponds to (B5) for J~ (5). 

(B7) 

(B8) 

In order to find the bracket [fr.fi] defined by (A13), 
it is most simple to evaluate it in the range of z> 1 where the 
asymptotic expressions of~ andJr are given by (B5) and 
(B8), respectively. The result is 

[fr /1] = - 6-112h I12(U )1I2a sin{<p [(2,1 )lIa] - 1T/2}, 

(B9) 

which is independent of z, as is required. Thus, according to 
(A 17), the eigenvalues A are the roots of 

<p [(2A ) I/a] = 1T(n + !) > 0, n = 0,1,2,. .. , (B 10) 

and, correspondingly, 

(~)[fr/~];'=A 
= (_ y + 16-112h lI2(2A )1/2a (~)<p [(2A )lIa], 

(2A )1/" 

(~)<p [(2A)lIu] = i dx(2A -x"tIl2 

= a- l (2A )l/a - 112B (l/a, 112), (Bl1) 

In terms of the beta function defined by (2.23). 

On the other hand, according to (A16), the coefficients 
CA in (2.11b) is given by 

CA = tP(O) 1'''' dSStPA(5) 

= -f~(O) L"" dt5f:;rtV~ U'f/~l;'=A' (BI2) 

Here, by (B2),J~ (0) = 1 and, when A> l, the last integral is 
determined effectively by the integration over the range 
where the expression (B7) is valid, since the integrand rapid­
ly oscillates in the other range of integration. Here, the inte­
gral representation in (B7) immediately gives 

(Bl3) 

and hence, by the change of variable from S to z according to 
(B4), 

1'''' ds5f:;rt)-(2A )l/ah -I f: 00 dzJ""(z) = 1Th -1(2A )l/a, 

s-(2A )l/a> 1. (B14) 

Thus, on using (BI1), (BI2), (B14), and also h in (B4), we 
finally find 
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CA -( - t(2a)lI21T/B(l/a,l/2), A)-I. (BIS) 

On the other hand, from (BS) and (B8), 

IA(5 )l1~ (5)-----( - t1T6- 112(2A ) 1/2ah 1121 A = A' f~ (0) = 1, 
(BI6) 

which used in (AI6) with (BII) yields 

tP~ (0) = a(2A )112 - lIa1T/B (l/a, l/2). (BI7) 

APPENDIX C: STATISTICS OF THE MEDIUM 

Let q(X) be an operator involving arbitrary c(X) and 
8/8c(X), defined by 

q(X) = c(X) + f dX'<E(X)E(X'»8/8c(x') 

x [8/8c(x;)] [8/8c(x;)] + ... ; (eI) 

then, for any functionf(E) of E(X), its average value is given, 
on referring to Sees. VI and VII in Ref. 20, by 

<f[E + c]) = f[q], (e2) 

which tends to <f[E]) as c~O. Hence, it follows that, for 
example, 

= f dX'<E(X)E(X'» [8/8c(x')] 

(e3) 
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in view of the condition that lEI <1 in (1.1). Thus, the second 
term on the right-hand side of (e3) is certainly negligible, 
compared to the first term, and the result becomes the same 
as what is obtained by assuming the Gaussian statistics for E. 
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Lowering and raising operators for the vector space U(n) c IU(n) and O(n) c IO(n) have been obtained, 
and their normalization constants evaluated. For U( n) C IU(n), we obtain two forms, one according to 
Nagel and Moshinsky. and the other according to Bincer. For O(n)c IO(n),we obtain the shift operators 
according to Bincer. 

1. INTRODUCTION 
In a previous paper, I we obtained the invariant opera­

tors and their eigenvalues for IU(n) and IO(n). This was 
made possible by noticing the close similarity between the 
representations ofIU(n) and U(n, 1) and between IO(n) and 
O(n, 1). Encouraged by the results, we ask whether there are 
quantities in IU(n) and IO(n) whose properties might be de­
ducible from similar quantities in U(n, 1) and O(n, 1). We 
find that, in fact, the lowering and raising operators ofIU(n) 
and IO(n) and their normalization constants can be obtained 
from those of U(n, 1) and O(n, 1). This is the subject of our 
present paper. 

The raising and lowering operators ofU(n, 1) have been 
discussed by Patera.2 Those ofO(n, 1) have been discussed by 
Wong.; These operators and their normalization constants 
are practically the same as those in U(n + 1) and O(n + 1). 

The basic reason for our statement above is that the 
vector space ofU(n) contained in (1) IU(n), (2) U(n,I), and 
(3) U(n + 1) is the same vector space. Similarly, the vector 
space ofO(n) contained in (1) IO(n), (2) O(n,l), and (3) 
O(n + 1) is the same vector space. Therefore, those opera­
tors which raise or lower the vector space U(n), or O(n), 
must have the same defining equations in all three cases, 
insofar as they are expressed as commutation relations with 
the generators ofU(n), or O(n), acting on the highest weight 
ofU(n), or O(n). Thus the raising and lowering operators of 
IU(n) can be obtained from those ofU(n,l) or U(n + 1), by 
changing A ~ + I to I ~ + I and A 7 + I to 17 + I. Likewise, the 
shift operators ofIO(n) can be obtained from those ofO(n, I) 
or O(n + 1) recently obtained by Bincer4

-
6 by changing C ~ to 

I~2v + 1) forIO(2v) and !(C! - C;- I) toI~2v) forIO(2v - I) 
if a=;i:O, and C: to 16v if a = 0, where f<o2v) is the diagonal 
part of I 2v.2,' _ I. 

In the case ofIU(n), there now exist two simple and 
elegant expressions for the lowering and raising operators, 
one due to Nagel and Moshinsky,' and the other due to 
Bincer.' We shall discuss both of them in Sec. 2. There we 
shall also discuss the normalization constants. We find the 
normalization constants can be most easily obtained by re­
lating them to the matrix elements of the generators. 

In the case ofIO(n), it is found that the raising and 

lowering operators of Pang and Hecht,8 or W ong9
, cannot be 

immediately extended from O(n + 1) to IO(n), because 
these operators are not, according to Bincer's definition, 
"one-tensor" operators. Fortunately, Bincer has obtained 
recently the shift operators for O(n + 1) in product form 
which are one-tensor operators. These operators can be easi­
ly extended to IO(n). The normalization constants can then 
be easily obtained too. This is the content of Sec. 3. 

In conclusion, we find that the normalization constants 
ofIU(n) differ from those ofU(n + 1) by a factor which is 
just the one by which the matrix elements of I ~ + I differ 

from those of A ~ + I' namely, K-
I 

[ - (hi n + 1- hjn + J) 
X(h n + In + 1- hjn - n + j)]112. Similarly, the normaliza­
tion constants of IO(n) differ from those of O(n + 1) by the 
same factor as the difference between the matrix elements of 

J2k + 1,2k and 12k + 1.2k' i.e., 
K-

I [(12k + 1,1 - 12kj - 1)(l2k + I, I + 12k) ]112, and between 
J2k _ 1.2k and 12k _ 1.2k' i,e., K-

I [l ~k,I - nk _ IJ]II2, and be­
tween the diagonal matrix elements ofJ2k _ 1.2k and 12k _ 1,2k' 

i.e., K-
l i/2k, I' multiplied by a constant factor which happens 

to be (1 - k )k. 

2. RAISING AND LOWERING OPERATORS OF 
IU(n) AND THEIR NORMALIZATION 
CONSTANTS 

We use the notation of the previous paper. I The lower­

ing operator L ~n + I is defined by 

(2.1) 

whereh, and h n + 1 are missing from the first row, because we 
are dealing with the representations ofIU(n). 

Similarly, the raising operator R ~11+ 1 is defined by 

R n t II h2···hn ) I h2·"hn ) 

m ql'''qm'''qn <X ql".qm + I ... qn ' 
I<m<n. 

We find that (2.1) is equivalent to the following two 
equations: 

(2.2) 
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[A ~+ \L '; + Ill;) = 0, I<p<;;;n - 1. (2.4) 

Note that these two equations, (2.3) and (2.4), are ex­
actly the same as those for U(n,I) and U(n + 1). Similarly, 
we have, for R ;:, + 1 

(2.5) 

(2.6) 

Now if we look at the lowering (raising) operator of 

Nagel and Moshinsky, we find that it is linear in A P r 

(
A n + I) . .. n + I 

I', . Therefore Its commutation relatIOns with the gen-

erato~s ~fU(n) must be the same if A ~r+ I (A ;,+ I) is replaced 
by a similar operator in IU (n) whose commutation relations 

with the generators of U(n) are the same as A PI' (A n + I) 
. n + I p, . 

The simplest choice is 1 ~I+ I (1;,+ I), i.e., the translation gen­
erators. Thus we obtain the lowering and raising operators of 
IU(n), according to Nagel and Moshinsky: 

L~I+I=(nIm i AmAP' ... Alll' I 

p=OIL
p

>IL
f1 

l>"'>/ll>/-t,=nt+l J..ll Il~ J..l
p 

(2.7) 

( 

m -- I 

R n
+

l = I 
m p=-o It" >ll{I 

m-I 

I 
1 >"'>/--lI>J11 = 1 

(2.8) 

where t = A m - A P + II - m mp m J..l r-' -

The normalization constants are defined in the same 
way as Nagel and Moshinsky, i.e., 

(2.9) 

(2.10) 

It is obvious that the normalization constants for 
U(n)::J U(n - I)::J ".::J U(2)::J U(I) must be the same as Na­
gel and Moshinsky, since the states are not changed. The 
only difference must come from IU(n)::JU(n), i.e., when 
hl</J + I are involved. The normalization constants can be 
most easily obtained if we relate them to the matrix elements 
of the generators. We use basically Eqs. (7.1) and (7.2) of 
Nagel and Moshinsky. 10 In the derivation ofEq. (7.1), they 
also use Eq. (4.2a"). It can be easily checked that these equa­
tions are still true in our case. We thus obtain the following 
equation: 

( 

h,,,.hn h,,,·hn ) 

qln".qln

r

+ l"·qn,, 1~ + I qln,,·qln,,·qnn 

I' rl , 
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n (ql'n ) II (qln - qAn + A -I)-IN ul)- \) ql'n 
A = I 
Aiel I' n- I 

(

ql'n + O'L!'"" ( ql'n ) 
XNu(/J __ l) ql'n+D,tl!'u(n) h2n+l,,·hnnll . (2.11) 

ql' n I ql'IJ + Dill 

The only difference between our Eq. (2.11) and Nagel 
and Moshinsky's Eq. (7.2) is that on the left-hand side we 
have the matrix elements of 1 ~ + I and on the right hand side 
we have 

NU(IJ)( ql'IJ ). 
q"n + O,d 

If we take the matrix elements of 1 ~ + I as known, given by 
Chakrabarti, II then Nu(n) can be easily calculated. The result 
is: Nu(n) differs from that of Nagel and Moshinsky by a factor 

K*-I [ - (h I n + I - hj n + 1 + ])(h" + I n + 1 - hjn - n + ]) ]1/2, 

Explicitly we have 

( 

qln ) 
N~,1'!) h2n+l·"hnn+1 

qln + 1 

= K*( _ 1)1- I _.:....p_=_I ________ . 

[
Iii (qln - q,lll + f1 -I) 

IT (qln - q,w -+- f1 - 1 -+- 1) 
I' -·I·j 1 

X "~, (q,,, ~ h,,, , , + I' ~ I) In, (2.12) 

[
IT (qln - q,,,, -+- 11 - I) 

=K I' cl+ I 
I -- I 

II (ql/J--qP/J+f1- 1- 1) 
I' -- I 

x "~, (q,,, ~ h"" , , + I'~~ / __ 11 n (2~ 13) 

Note that without this method, it will be rather difficult 
to obtain the normalization constants, since one has to relate 
them to at least the third order invariants ofIU(n) in order to 
obtain all the quantities in (2.12) or (2.13). 

Recently, Bincer4 has obtained the lowering operators 
ofU(n) in product form. Using his method, we find that the 
raising operators of U(n) can be expressed as follows: 

{ 

m-I }n 
R ~n = Co n (C - C k 1) , 

k. == 1 In 

where 
ck=qk-k+l, 

and, for m = 1, 
In - 1 

II (C - ck 1) = 1. 
k~l 

M.K.F. Wong and H.-Y. Yeh 

(2.14) 

(2.15) 

(2.16) 

(2.17) 
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The normalization constant for the raising operators of 
U(n) is found to be 

NCm
q

: J 
= { - [/~I (qm - h" + A - m) )J>qm - q" + A - m) ] 

[ 
n-I ]-I}I/2 "JL I (qm - q" + A - m + 1) . (2.18) 

Now we can directly take over Bincer's results and 
write down the lowering and raising operators ofIU(n). 
They are 

where 

Ck = qk - k + n, 
n 

(XY»)3 = L X~Y~, 
p~1 

C~ + I I~ + I' i = I,2, ... ,n, 

and, for m = n, 

IT (C - ckl) 1. 
k~m+ I 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

(2.23) 

The normalization constant for the lowering operators 
ofIU(n):JU(n) is obtained as follows. We define 

V(P + 1);;'+ I {V(P)(C - cJLl)};;' + I' (2.24) 

Then, taking matrix elements between semimaximal states 
both in Eqs. (2.25) and (2.26), we have 

L;;' + 1(P + 1) 
m n 

= L V(P)~+I(C-cJLl);+ L V(P)~+IC; 
a=1 a=m+l 

" 
= V (P);;'+ I(C;;:-CJL) + L V(P)~+IC;;' 

a=m+ 1 

n 

+ I I C;;'V(P)~ + I [V(P)~ + I,C;;'lJ 
a=m+ 1 

= V(P);;' + I(qm - CJL) + V(P);;' + I(n - m) 

= V(P);;' + I(qm - m + n - CJL) 

= V(P);;' + I(Cm - CJL)' (2.25) 

From the recurrence relation in (2.25), we obtain 

L;;'+I= IT (cm-c)V(m+I);;'+1 
j=m+ I 

IT (cm - c)l;;' + I' (2.26) 
j~m+ 1 

Therefore the normalization constant is found to be 
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N ( q m ) = / q m - 1\ . IT (C m - cp '; + I \ q m). 
qm-I \ }=m+1 

(2.27) 

If we look at the matrix elements of 

(2.28) 

we find that it agrees with the normalization constant of 
Bincer for U(n). Thus, from (2.27), we conclude that 

N( qm) for IU(n):JU(n) 
qm-I 

differs from the normalization constant of Bincer for 
U (n + I):J U (n) by a factor K-

1 
[ - (h I n + I - h j n+ I 

+ J)(h n + I n + I - hjn - n + J)] 1/2. Explicitly we have 

] [ 
/- I ] _ I} 1/2 

+A-I) )]I(q/-q,,+A-I-I) , 

(2.29) 

where dj = hj - k + n. 

The raising operators for IU(n):JU(n) are the same as 
(2.14)-(2.17), with n replaced by n + 1, and 

C7+ 1 =17+ 1, i= 1,2, ... n. (2.30) 

The normalization constant for the raising operators of 
IU(n):JU(n) is found to be 

(R ) ( q m) * { [IIn 

N u(n) = K - (qm - h" + A - rn) 
qm+1 ,,~2 

X X(Cqm-q,,+,-l.-m)] 

[ 
n ] I}I/, 

X "JL I (qm - q" + A - rn + 1) - , 

(2.31) 

3. SHIFT OPERATORS OF IO(n) AND THEIR 
NORMALIZATION CONSTANTS 

It turns out that the raising and lowering operators of 
O(n) obtained by Pang and Hecht8 and Wong' cannot be 
immediately extended to IO(n), since they are not tensor 
operators. Fortunately, BincerS

•
6 has recently obtained shift 

operators for O(n) which are tensor operators. These opera­
tors are, moreover, expressed in simple, product form, and 
can be easily written down. We shall therefore express our 
results in the formalism obtained by Bincer. 
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We follow the notation used by Bincer, and note that 
the generators C: are equivalent to ABC V E F defined by 
Wong. 9 In fact, the relations between them are given by 
Wong and Yeh. 12 Note also that Bincer labels the irreducible 
representation in the order of 

which is the reverse of the customary way of ordering. 

The important point now is to realize that the transla­
tion generators in IO(n) behave like one-tensor operators in 
O(n). Therefore in IO(2v + 1) the translation operators are 
denoted by I~2v + 2\ J.l = v,v - 1, ... ,0, ... , - v. In IO(2v), we 

h / (2v+ 1) - 1 - 1 -ave I" ,J.l - v, ... " , ... , v. 

The first thing we do is to map IO(n) to O(n + 1), and 
discuss shift operators in O(n + 1), eventually changing the 
"one-tensor" generators of O(n) into translation generators. 

Thus for IO(2v), we look for shift operators of the form 
V(P)d with respect to 0(2v), where d takes the values 
v,v - 1, ... ,1, - 1, ... , - v. According to Bincer's method, we 
then have 

(3.1) 

where C~ is a generator in 0(2v + 1) corresponding to 
E v + a + I or F v - a + I according to Wong's notation. In the 

2v + I 2v + 1 

case of IO(2v), then, we have 

(3.2) 

where I~2v + 1) behaves like E ~v++a t I or F~;:+at 1 according 
to Wong's notation. 

In the case ofIO(2v - 1), we look for shift operators 
V(P)d with respect to 0(2v - 1), where d takes the values V, 

v-I, ... ,2,0, - 2, ... , - v. According to Bincer's method, 
we then have 

(3.3) 

where, for a> 0, C ~ corresponds to C ~ - a + I and C a- 1 cor­

responds to B ~ - a + 1, while, for a < 0, C! corresponds to 

V v + a + 1 and C - 1 corresponds to A v + a + 1. for a = ° 
v a v' 

(3.4) 

where C: corresponds to the diagonal part of J2v _ I.2v· 

Therefore, for IO(2v - 1), we have 

(3.5) 

where, for a~O, /~2v) behaves like (C! - C a- 1)!v'i while, 

for a = 0, I~2v) behaves like C:. 
Hence for the shift operators 2v + lSI" in IO(2v), we have 

{ 

_ /l - I }(2V+ 1) 
2v + lSI' = V(V) Il (C - er1) , (3.6) 

J=Y I" 

where 
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(VT)/l = L VJ~, 
c 

e2Y = m 2Y +j' + v - 28, 
J J J 

8 = {I 
J 0 

if »0, 

otherwise, 
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(3.7) 

(3.8) 

(3.9) 

with V(v)a = C~ replaced by 1~2v+ 1) according to (3.2). 

For the shift operators 2VSI" in IO(2v - 1), we have 

2VS/l = V(v) It (C - er- 11), (3.10) 
{

-I" - 1 } (2v) 

J = v I" 

where 

e2y - I = m2v - 1 +j' + _ 38 _ 00 
J J J ] (3.11 ) 

with V(v)a = (C! - C a- 1)/v'"2 replaced by 1~2v) for a~O, 
and V(v)o = C I replaced by 1~2v). 

For the normalization constants of IO(n), we use basi­
cally Eq. (2.4) of Bincer. 6 From there we obtain 

{ 
m" } I" - I 

N n_' = Il(e/l-e)(m;'jV(v)l"lm?). 
m i 0l"i + OiJi J=)" 

Thus, for IO(2v), we have 
(3.12) 

- ° V(v)/l = C!l' (3.13) 

where 

(P <0) C~ = - iE~';:I+ 1= - i(n~!il"+2 

+ a2v + 21" + 2)/v'"2 
2v+ I , 

(3.14) 

- a 2v - 2jL + 1)/v'"2 
2v+ I , 

Consequently for the normalization constant of the rais­

ing operator, J.l < 0, we look for C ~ which will raise m2vJ to 
m2vJ + I according to the Gelfand-Zetlin notation, where 
)=v+J.l+1. 

Now 

'vj V j + I vv-'Ev 
- I j + I j + 2'" ,. 2v + " (3.15) 

where (3 .15) is understood to act on the highest state of 0(2 v). 

It is clear that the matrix elements of Vj + IV~ ! ~ 
···V ~ - I must be the same for 1O(2v) and 0(2v + 1). There­
fore the difference can only come from 

E ~v + I = (I t + I + a ~~ ~ :)lv'i The matrix elements for 
both these terms have been given explicitly by Wong. 9 There 

we find that they have a common factor C ~~ + l' defined by 
Eg. (87), which is the only term containing 12v -t l.i" We now 
calculate the term which should be missing from the normal­
ization constant IO(2v), i.e., the term containing 12 )"+ 1.1 in 

C ~~: + I' This is the term 

(/2v+ I I -/2V} - I)(l2v til + '2v) 

=(m2v+l.l- m 2vj+)-I) 

X (m 2v + 1,1 + 2v + m 2'i - j). (3.16) 

Changing now to Bincer's notation, we have, for (3.16), 

(m~.v + I _ m1v + V + J.l)(m~V + I + m1v + v - J.l - I). 

(3.17) 
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Now we look at the normalization constant of Bincer, and find that an identical term is found in Eq. (1.7) of Ref. 6, i.e., 

_ (c~ - I - c~ + I)(ca - I - c~ + I) 

= _ (mhV +,u + v + 2v - 2 - 2v - m~v+ 1_ 2v + 2)(m1V +,u + v - 2 - m~v+ I + I) 
= (m~v+ 1_ m1v + v + J.l)(m~v+ 1+ m1v + v - J.l-l)(n = 2v + I) 

which agrees with (3.17). 

Thus we see that for IO(2v), we can write the normalization constant as 

{ [ 

J1. - I v - I ] [ v ]- I} 112 
K XI" (c1

V 

- ct + 1)(c;V - cJ") j=~t I (c1
V 

- cJv+ I + I) s[Iii (c1
V 

- c;V + I) . 

For IO(2v - I), we have, for J.l < 0, 

(3.18) 

(3.19) 

V(0 = (C l - C -1);\12 =A V+J1.+ I +DV+J1.+ I 
~ 'J1. J1. J1. v v 

_ i(n~+2J1. +2 + if~~+2J1.+ I) =A~ + D~, j = v +J.l + 1. 

(3.20) 

Now we write 

Therefore we only need to look at the term A ~ - I + D ~ - I, or (I ~~ - 2 + if ~~ - 3). 

(3.21) 

(3.22) 

Again both terms contribute a common factor A ~~ - I defined by Eq. (85) of Ref. 9, which is the only term containing 12v,i' 

Thus the term missing from the normalization constant ofIO(2v - 1) is 

= (m~V + m1v- 1 + v - J.l- 2)(m~V - mhv- I + V + J.l). 
The contribution from Bincer's term is 

- (ca - I - c~ + I)(ca -I - c~ + I) = - (m1V- I+,u + v - 3 - m~v + 1)(m1V
-

' 
+,u + v - m~v - 2v + 2 + I) 

= (m~V + m1v - I + V - J.l - 2)(m~V - m1v - I + V + J.l) 
which agrees with (3.23). 

Thus the normalization constants for both IO(2v) and IO(2v - 1) can be expressed in the form of Bincer as 

{ [ 

J1. - I v - I ] [ v ] - I} 112 
K H_ (ca - 1_ cj - 1+ 1)(c; - 1_ cj - I) . n (c; - 1_ cj - 1+ 1) IT_ (ca - I - c~ - 1+ 1) . 

J=V J=v+1 s=v 

where 

( 
n - 1 ) < = m; + J.l + v + (n - 2 - 2v)OJ1. + -2- - v {)J1.o· 

(3.23) 

(3.24) 

(3.25) 

Finally, the normalization constant for the weight operator in IO(2v - I) is just the diagonal matrix elements of 12v,2v _ I' 
multiplied by (1 - vr, i.e., 
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This paper presents another approach to the problem of modeling large scale atmospheric flow. The major 
thrust of the method is to search for quasi-steady-state phenomena. This leads to sets of diagnostic and 
predictive equations that differ from those presently in use. Another important feature of the analysis is 
the introduction of a slowly floating upper boundary. In addition to simplifying the question of boundary 
conditions at the upper boundary. the floating top requires a highly significant change in the set of 
diagnostic variables. Two possible upper boundary conditions are derived in conjunction with the floating 
top. The first assumes continuous flow at the upper boundary, while the second assumes a compression­
wave type discontinuity. Two specific criteria are formulated for checking the validity of the quasi-steady­
state model. One is a scale assumption, between the physical scale and the time scale. The other is the 
requirement that the solution of the diagnostic equations be the steady-state limit of the original time­
dependent equations. Various examples are given in order to attempt to clarify the techniques and 
philosophy of this approach. In addition, a specific test case is solved numerically with three models: The 
fixed top quasi-steady-state model, the floating top quasi-steady-state model, and a hydrostatic model. At 
the same time various upper boundary conditions are tested and compared. The results of the investigation 
indicate several significant advantages in favor of the floating top quasi-steady-state model. 

I. INTRODUCTION 

In many atmospheric problems, one encounters two 
natural difficulties in attempting to solve the hydrodynamic 
equations. The first is a scale problem (the height scale is 
much smaller than the horizontal). The second is a problem 
of boundary conditions (as in many problems of fluid dyna­
mics, the lateral and top boundaries are free and consequent­
ly physical considerations do not give much insight regard­
ing proper specification of boundary conditions). In this 
paper only the problem of upper boundary conditions will be 
considered. (The lateral boundary condition will be dis­
cussed in a later paper). 

Several sets of "primitive" equations have been pro­
posed in order to resolve the scale problem (see, for example, 
Ref. 1). In the present paper, this problem is resolved by 
analysis of quasisteady relationships. Essentially, one needs 
to find the dependent variables which are in quasisteady 
equilibrium with respect to the remaining variables. The 
quasisteady primitive equations thereby derived contain, as 
would be expected, two quasi steady diagnostic equations. 
One of these is in effect the usual hydrostatic equation. How­
ever, the derivation simultaneously produces a diagnostic 
equation for vertical velocity; this equation seems to be sig­
nificantly different than those presently in use. 

Given the correct time dependence at some point in the 
flow, the diagnostic variable is obtained, presumably to de­
sired accuracy, by integrating the diagnostic equation verti­
cally. The function, then, of the upper boundary condition, is 
to provide the time dependence. Two upper boundary condi­
tions are derived in this paper; each of these is based on a 
specific assumption regarding time dependence. The follow­
ing gives the organization of the paper. 

Section II discusses the mathematical basis for a quasi­
steady system of equations. The scale assumption, upon 
which the quasisteady equations are based, is formulated. 

Also, an important criterion is formulated regarding steady­
state limits: The solution of the quasi-steady equations 
should be the steady-state limit of the time-dependent equa­
tions. In Section II we also discuss briefly the fundamental 
differences between our model and other models presently 
being used in the study of atmospheric problems. 

Section III discusses examples which are intended to 
clarify the use of quasisteady equations. In particular, we 
attempt to establish the importance of maintaining contact, 
mathematically, with the original time-dependent problem 
upon which the quasisteady equations are based. It is also 
shown, through simple example, that in general steady-state 
limits do not exist. 

The derivations are given in Secs. IV, V, and VI. In Sec. 
IV we derive the quasi steady equations, both for a fixed co­
ordinate system and for a floating top coordinate system. 
The floating top is introduced to minimize the number of 
boundary conditions required at the upper boundary. Sec­
tion V gives the derivation of the continuous upper boundary 
condition; the assumption here is that the flow at the upper 
boundary remains continuous with a hypothetical flow ex­
isting above the boundary. Section VI gives the derivation of 
the discontinuous upper boundary condition; the assump­
tion here is that the flow at the upper boundary produces a 
compression-wave type discontinuity with respect to the 
flow above. 

Comparisons of the various models and boundary con­
ditions are based essentially on a specific test case. Section 
VII defines this test problem and describes the numerical 
approximations that are used to obtain a solution. 

The problem of convergence and stability of the nu­
merical calculations is discussed in Sec. VIII. A simple crite­
rion is derived by which a sequence of calculations can be 
examined for convergence. For a fixed top and constant 
pressure as the upper boundary condition, a solution is ob-
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tained to the test case. The results of this calculation are then 
described in some detail. 

This same test problem, with the same boundary condi­
tions, is solved with a hydrostatic model developed by 
Kreitzberg. Section IX gives a comparison between the re­
sults of this hydrostatic calculation and our quasisteady 
calculation. 

In Sec. X we attempt to study the difference between the 
quasi steady fixed top model and the quasisteady floating top 
model. In particular, a somewhat dramatic result is de­
scribed: For one specific boundary condition (a physically 
realistic one), the solution to the fixed top model becomes 
unstable, while with the floating top analog of this boundary 
condition the solution to the floating top model remains well 
behaved. 

The results obtained with the various upper boundary 
conditions are compared in Sec. XI. The discussion here is 
centered around the study of six specific questions. We at­
tempted to choose these questions so as to reflect major 
points of interest and importance, both from a mathematical 
point of view and a physical point of view. 

In Sec. XII we study the criterion regarding steady­
state limits, namely that the solution to the quasisteady 
equations should be the steady-state limit of the complete 
time-dependent equations. One major result is that the float­
ing top quasisteady model, in conjunction with the upper 
boundary conditions derived in Sec. V and VI, satisfies the 
criterion, while other commonly used upper boundary con­
ditions do not. 

In Sec. XIII two simple problems are solved with the 
quasisteady equations. Because the solutions are clearly 
physically unrealistic, we have an opportunity to examine 
several of the assumptions inherent in our derivations. One 
of these assumptions is that of the scale relationship (the 
height scale is much less than the length scale). Another of 
these assumptions, perhaps more subtle, is that an upper 
boundary condition can provide proper time dependence for 
the quasisteady variables. 

Finally, in Sec. XIV an attempt is made to summarize 
the purpose, techniques, and results of the investigation. 

II. THE MATHEMATICAL BASIS FOR 
QUASISTEADY PRIMITIVE EQUATIONS 

This paper is concerned with the "primitive" equations, 
and associated boundary conditions, to be used for describ­
ing atmospheric flow. The initial assumption is that, for the 
problem under consideration, the standard hydrodynamic 
equations are suitable. Ignoring all external forces, except 
gravitational, one can write the two-dimensional equations 
in the form, 

(1) 
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w 0 p 0 

0 
RT 

0 w 
CV 

A= 
RToT 

RTo 0 w p 

o o o w 

u o o p 

o u o RT 

B= 
o o u o 

RTo o u 

wherep=density, T=temperature, w=vertical velocity, 
u = horizontal velocity, R = gas constant, Cv= specific heat, 
x = horizontal distance, Z = vertical distance, t = time, 
g=acceleration due to gravity, P=pressure=pRT, andpo 
and To are reference values. 

Suppose the problem is confined to a region of the xz 
plane of height h and length L. Assume further that appro­
priate boundary conditions are specified at all boundaries so 
that, together with Eq. (1), one has a well-posed mathemat-

ical problem, Let c,=the speed of sound = y' yRT, where 
y= 1 +Rlcv• In atmospheric problems for which h < Lone 
finds a natural stability criterion for many numerical meth­
ods to be essentially Lit < Lizlcs' where Liz is the vertical mesh 
size. In many situations the features of the problem which 
are of interest to the scientist do not change significantly 
over such time scales. In our view, this is not a numerical 
problem, but rather constitutes an additional physical as­
sumption, which is phrased as follows: 

Equation (1) is to be solved in a region of height hand 
length L, with h -( L. It is assumed that boundary con­
ditions and initial conditions to be imposed on Eq. (1) 
are such that the flow variables will experience signifi­
cant variations only over time scales which are large 
compared to hies. (2) 

Mathematically, assumption (2) is interpreted as fol-
lows: Dependent variables, which can react to perturbation 
on a time scale of the order of hi c s' are in quasisteady equilib-
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rium with the slowly reacting dependent variables. The 
problem is to find these variables. Simultaneously, it is neces­
sary to consider appropriate quasisteady limits of equations 
being used at the boundary. 

Lateral boundary conditions, which are particularly 
troublesome, are currently being studied, and the results will 
be announced in a later paper. In the present paper the study 
of upper boundary conditions will consider the following 
questions: 

(1) What are appropriate physical boundary condi­
tions, and what is their mathematical representation? 

(2) Are the boundary conditions consistent with the 
quasisteadyassumption? 

In regard to question (I), the upper boundary is consid­
ered an interface between two regions of flow. By allowing 
the upper boundary to "float," one achieves a situation in 
which one and only one boundary condition is required at 
the upper boundary. On the basis of two extreme physical 
assumptions, two upper boundary conditions are derived. 
The first physical assumption is that the flow remains con­
tinuous at the interface; the second physical assumption is 
that a compression-wave type discontinuity occurs above, 
but near, the interface. When used with a diagnostic equa­
tion, the purpose of the upper boundary condition is to pro­
vide the appropriate time dependence for the diagnostic vari­
able. This aspect of the question is discussed further in Sec. 
XIII. 

Question 2 is concerned with the existence of steady­
state limits. Inherent in the use of a quasi steady equation is 
the thought that the solution of the quasi steady equations is 
in fact achieved as the steady-state limit of the time-depen­
dent equations. This criterion is considered a necessary con­
dition for any combination of upper boundary conditions 
and quasisteady equations. Since the dependent variables of 
the quasi steady equations satisfy wave equations, at least 
locally, it is perhaps surprising that actual steady-state limits 
can be achieved. Several simple examples, to illustrate the 
use of a quasi steady assumption and boundary conditions, 
are discussed in Sec. III. 

This emphasis on the quasi-steady-state needs to be 
contrasted with existing techniques, presently used by atmo­
spheric scientists, to resolve the problem of the sound speed. 
The hydrostatic approximation2 is probably the most com­
monly used approach; it is easily justified on the basis of 
physical observation. Another widely used model is the ane­
las tic set of equations; Ogura and Phillips! derived these 
equations with very specific reliance on an assumption re­
garding the time scale. The Boussinesq approximation is also 
prominent; Dutton and FichtP have justified this approxi­
mation on the basis of a scale analysis. In all of these models, 
one can demonstrate (for example, by a perturbation analy­
sis) that the higher frequencies (that is, sound waves) have 
been eliminated or "filtered" from the solutions. There are 
basic differences, both philosophical and practical, between 
these models and the quasi steady approach. In the follow­
ing, we attempt to discuss some of the these. 
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First, the author believes that Eq. (1) contains inherent­
ly only one set offundamental frequencies, and these are the 
ones given by the characteristics. Relative to the atmospher­
ic problem, then, the sound speed is the only pertinent fre­
quency. This is not to say that the real atmosphere does not 
contain many other physically relevant scales; rather, the 
thought is that these scales are present because of initial con­
ditions and boundary conditions, and not because of inher­
ent properties of the equations. For example, when Eq. (1) is 
applied to a problem in aerodynamics, gravity waves are 
generally not encountered (even if the gravitational term is 
retained); this is due to the fact that in these problems the 
stratification in the initial data is negligible. The point is that 
the author does not believe that one can maintain mathemat­
ical consistency when purely physical frequencies are used to 
mathematically manipulate the equations. For example, in 
Ref. 1, the Brunt-Viiisiilii frequency is a fundamental pa­
rameter in the derivation. In the quasisteady analysis we will 
see that the entire derivation is based on assumption (2), in 
which only the sound speed is relevant. 

Secondly, to the author's knowledge, none of the pres­
ently used sets of primitive equations maintains contact with 
the original initial-boundary value problem. This has severe 
implications: 

(1) One can now attempt to specify boundary condi­
tions without regard to mathematical considerations of Eq. 
(1). This undue flexibility leads to a proliferation and even 
overspecification of boundary conditions. 

(2) Furthermore, if one desires to specify precisely the 
appropriate number of boundary conditions, presumably 
one would need somehow to make use of characteristic equa­
tions, But since the internal derivation has proceeded with­
out regard to characteristics, there would seem to be no con­
sistent rationale for dealing with characteristics at 
boundaries. 

(3) An entirely different definition is given to the math­
ematical question of establishing a well-posed problem. It 
has been shown by Oliger and Sundstrom4 that the hydro­
static meterological equations are "ill-posed with any speci­
fication of local, pointwise boundary conditions." Similar 
analysis would also show that the quasisteady equations are 
ill posed: Well posed implies continuous dependence on 
data, but a small perturbation (containing a high frequency) 
will destroy any possibility of a quasisteady state. It is our 
point of view that determination, of whether or not the prob­
lem is well posed, cannot be made without considering the 
original time-dependent problem. 

III. EXAMPLES OF THE USE OF QUASISTEADY 
ASSUMPTIONS 

A simple example in which assumption (2) would be 
applicable is given by the following: 

aj aj 
- = c- for O<z<L, t>O, (3.1) at az 

where c is a positive constant and initial and boundary condi­
tions arej(O,z) = cP (z),j(t,L ) = tP(t)· 
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In this equation the constant c plays the role of the 
speed of sound. Assumption (2) states that the boundary 
condition t/J(t) changes slowly over time increments on the 
order of L Ie, or / t/J(t ± Lie) - t/J(t) I is negligible for all t of 
interest. Thus, rather than following the time-dependent de­
velopment off(t,z), a good approximation can be obtained by 
solving the quasisteady form of Eq. (3.1). In this case, the 
quasisteady form is Jf IJz = 0, whose solution becomes (us­
ing the given boundary condition), 

f(t,z) = t/J(t). (3.2) 

Equation (3.2) is to be contrasted with the analytic solution, 

( 
Z-L) f(t,z)=t/J t+ -c-' ct+z>L. (3.3) 

It is also of interest to solve the above problem through 
some type of scale analysis (as discussed in Sec. II with re­
gard to primitive equations such as the hydrostatic equa­
tions). For this simple equation, one would obtain Jf I Jz = 0, 
and consequently the solution given by Eq. (3.2) would still 
be valid. However, there is one important difference: Assum­
ing that the time-dependent problem is ignored, one could 
now specify t/J(t) = f(t,O). The solution thereby obtained has 
no mathematical difficulties. However, this solution would 
be inconsistent with the time-dependent problem defined by 
Eq. (3.1), in which it is required that t/J(t) = f(t,L ). 

For the second example, consider the following system 
of two equations, which occurs in the study of sound waves 
(Ref. 5, p. 245), 

(3.4) 

Here c is a constant, and the region is O<t and 0 < z < L. 
Since the characteristics are determined by dzldt = ± c, 
one boundary condition is required at each boundary, say 

u(t,L) = h,(t), p(t,O) = h,(t). (3.5) 

If assumption (2) is satisfied, the quasi steady solution 
gives 

u(t,z);:::h,(t), p(t,z);::::h,(t). (3.6) 

As in the first example, assuming that the constant c is 
large, one might argue thatpz 0 is a good approximation. 
This would give 

pz - 0, Uz = - P" (3.7) 

Equation (3.7) is analogous to the hydrostatic equations; see 
Sec. IX, Eq. (27.1) There are important differences between 
Eq. (3.8) and the solution resulting from Eq. (3.7). First, Eq. 
(3.7) allows too much freedom in the choice of boundary 
conditions. Secondly, even if we correctly use Eq. (3.5), the 
solution to Eq. (3.7) would be 

p(t,z) h,(t), u(t,z) = h,(t) + (L - z)h ;(t). (3.8) 

Equations (3.8) clearly differs from Eq. (3.6). Thirdly, there 
is no relationship between Eq. (3.8) and the steady-state so­
lution of Eq. (3.4). This is particularly significant because 
steady-state solutions do not in general exist for Eq. (3.6). On 
this basis we must reject the solution given by Eq. (3.6), 
whereas one might still attempt to use Eq. (3.8). 
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The following shows that Eq. (3.4) does not in general 
have steady-state solutions. If u(O,z)-O, p(O,z)=Po, 
h,(t) 0, and h,(t )=Po, the solution isp Po and u-O. Thus, 
the steady-state solution is trivially maintained as the limit of 
the time-dependent process. Suppose the solution is per­
turbed by modifying h" 

h !~Uo :0<t<7, 
,(t) = 7 

U
o 

:t>7. 
(3.9) 

A steady-state solution is clearly given by u = U and 
p Po. However, this steady-state solution is not achieved. 
This is well known and can be seen by introducing character­

istic variables. Letting W = QU, where W = (;:;:) and 
Q = (: c_ c), the solution can be written in the 'form 

_~w,(o,-ct+Z) :0< -ct+z<L, 

w,(t,z) - (z ) 
w, t - -,0 :ct - z>O, 

c 

~ w,(O,ct + z) 

?w{t - L ~z,L ) 
This gives the following schematic: 

Wi ::.2Uo"'cp",) w2 ,,-2U,,-c p"'r __ _ 

W 1 'cp •. W z' -cpo r·· ... 

I 

W1' 'U. +c.p •. w,,2U.-CP. ).,.0:.:: 

i 
w~, ZU. ·CP., Wz,ZUo -Gp. r-

:0 <ct + z<L, 

:ct +z -L>O. 

(3.10) 

The lines are intended to have slope ± lIc. From the 
data w,(O,z) = cpo and w,(O,z) = - cpo. If 7 = L Ic, the solu­
tions are as indicated, and the steady-state solution would be 
w, = Uo + cpo and w, = Uo - cpo. One notes that the time­
dependent solution oscillates about the steady-state 
solution. 

The third example is a modification ofEq. (3.4), so as to 
be somewhat closer in form to the atmospheric problem: 

U, = - A Uz - F, U = C). F = (~). A = (~ ~). 
(3.11) 

whereg, c, and a are constant with /a/<c. Let initial condi­
tions be u(O,z)-O and c'pz + g-O. Thus, 
P (O,z) = Po - (gl c')(z - L ), where po is specified. 

For a = 0, the initial state is a steady-state solution. For 
a small, but nonzero, a steady-state solution still exists, 
namely, 

u = ag 
z c' _ a" 

or, if u=O at z=O, U= ~z, 
c' _a' 
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P= z 
-g 

C2 _ a 2' or, if P = Po at z = L, 

Yet the steady-state solution is not the limit ofthe initial 
value problem. This can be seen in the same manner as in the 
previous example, although the situation now is consider­
ably more complicated. 

It is of course possible that the real atmosphere does 
contain small, but rapidly oscillating, vertical sound waves. 
If one believes that the solution, given by Eqs. (1) for a par­
ticular problem, does in fact exhibit such waves, then one 
expects that solutions obtained by diagnostic equations 
(such as given by the hydrostatic approximation) are in fact 
averages over long time scales. For ordinary differential 
equations a rather well-developed theory exists for such 
averaging. (See, for example Ref. 6 where the "stroboscopic 
method" is discussed in some detail.) In this paper the aver­
aging approach is not accepted. Instead the criterion, that 
the quasisteady equations must have a steady-state solution 

I 

which is the limit of the time-dependent process, will be test­
ed. There are several reasons for this: 

(1) There seems to be no mathematical basis in the at­
mospheric problem for an averaging assumption, as exists 
for the case of problems in ordinary differential equations; 
again, see Ref. 6. Equations (1) are a very stable set of equa­
tions. This is well-known heuristically and has been verified 
by the calculation of a local stability parameter. 7 Thus, if 
these wave motions exist because of perturbations in the ini­
tial data, then they should remain in the solution for only a 
short while. The only other possibility for generating such 
behavior is through boundary conditions. But assumption 
(2) precludes this possibility. 

(2) There has been much concern in the literature re­
garding reflective behavior at boundaries. Thus, in many in­
stances small amplitude, vertically propagating wave energy 
seems to reflect from the upper boundary back into the re­
gion of solution. A preliminary safeguard for any set of 
primitive equations, but particularly for the quasisteady 
equations, should be the existence of quasisteady-state 
solutions. 

IV. THE DERIVATION OF THE QUASISTEADY EQUATIONS 

Ideally, one would identify the quasi steady variables for Eq. (1) by introducing an analytic transformation, 

W=(~~~;)=G{U:)' ;;(V) {UJ 

{.( V) • 

such that Eq. (1) transformed to 

W,=DWz-BWx-F, 

where 

D=diag! w,w,w+c"w-csl. 

(4) 

The diagonal elements of D are the characteristics of the matrix A ofEq. (1). In Eq. (4) it is clear that significant variations of {UJ 

and {u. occur on a time scale of the order of hlcs' Consequently, in order to accommodate assumption (2) it would be necessary 
to treat {UJ and {u. as quasisteady variables. 

Although it is not possible to achieve Eq. (4), it is possible to find a transformation such that the matrix D ofEq. (4) will 
have a block diagonal form; i.e., 

D= (
D, 

o 
where D" D2, 0 are 2 X 2 matrices, and where D, has the characteristics! w,w 1 while D2 has the characteristic! w + c"w - c, l· 
Under these conditions one would again conclude that, in order to incorporate assumption (2), the variables {UJ and {u. are in 
quasisteady equilibrium with respect to {U, and {U2' 

A set of variables which achieves this block diagonal form is given by the following, 

(5.1) 

where 

rr=p[(y···l)/Y] , 
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A similar set of variables was used by Ogura and Phillips, I but apparently for different reasons. Equation (I) then takes the 

form, 

Wt = -DWz-BWx-F, 

where 

D= 

o 
w 

o 
o 

o w 

o 
(y-l)1T 

o 0 

u 
Cy-l)1T 

(y-l)1T U 

o 0 

(5.2) 

F=(~} "~e,,,~, ,,"~rRTo. _ 
We now assume that the honzontal scale is so large that the speed of sound in the matrix B does not adversely affect the 

time scale. The mathematical analog of assumption (2), then, is that 1T and ware in quasisteady equilibrium with respect to e 
and u. The proposed system of equations consists of the following: 

de =0 } dt ' 
2 predictive equations 

du Cs a1T 

dt (y - 1)1T ax' 

(6.1) 

(6.2) 

(y _ l)1T(aw + ~) + (w a1T + u a1T) = O} 
az ax az ax 

diagnostic equations 
c; a1T (aW aw) ---- + w- + u- +g=O. 

(y - 1)1T az az ax 

(6.3) 

(6.4) 

Note that Eq. (6.4) is essentially the usual hydrostatic approximation. Equation (6.3) will be compared in Sec. IX with 
Kreitzberg's diagnostic equation for vertical velocity. JS Several comments are perhaps in order regarding the equation set (6.1)­
(6.4): 

(i) From the point of view by which these equations were derived, one must conclude that it is not correct to use the 
hydrostatic approximation by itself. In fact, both Eqs. (6.3) and (6.4) must be used simultaneously. 

(ii) It would not be correct to use Eq. (6.3) and (6.4) with arbitrary predictive equations, say for example the temperature 
equation. For in fact the predictive equations must be such that they do not contain information which can propagate vertically 
at the speed of sound. 

(iii) A perturbation analysis, about a constant base flow, has been performed on Eqs. (6). The resulting frequencies are 
essentially the same as in the case of the hydrostatic equation.2 

The following coordinate system will also be used: 
_ _ x r _ z - /J(t,x) 

T - t, 1/ - -, ~ - ----"--'---'---
L j;(t,x) - /J(t,x) 

(7) 

A solution to Eq. (1) is then to be obtained in the region O~ 1/~ 1, O~; ~ 1, T> O. (This transformation has been used previously; 
see Ref. 8.)z=j;(t,x) represents the top of the region. As discussed in Sec. V, this boundary wilI "float" soas to always remain as 
a streamline of the flow. Thus, the vertical region covered by O~; ~ 1 will be the maximum region in which the solution is 
determined by initial data and one upper boundary condition. Also,/J is included to allow nonuniform terrain. After introduc-
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ing Eq. (7) the characteristics involving the sound speed are no longer uncoupled from the remainder of the system. The 
following transformation is used to obtain an uncoupled form, 

-
ii=u-aw, w=w+au, (8.1) 

where 

a=;x/;z· 

Equation (S.2) then becomes, 

UT= -A I Ur;-B1U'J-Fh (8.2) 

o 0 
r 0 
o r 

o 
(y-1)1T 

o 0 0 

o u/L 
c2 

s 
0 

(y-1)1TL 

o u/L 
(y-1)1Ta 

L (1 +a2
) 

o ac; 
u/L 

(y-1)1TL 

h1= -ag+w(aT+rar;+ ~ a'J). 

h2= -(y-1)1T;zuar;+ (y-1)1T [w(_a_) +ii(_l_)], 
L 1+a2 'J 1+a2 'J 

hJ=g-u( aT+rar;+ ~ a'J) 

From the matrix A I it can be seen that only the equations for wand 1T involve the sound speed in the vertical direction. As 
before, these are taken to be the quasisteady variables. The quasisteady primitive equations are then as follows: 

(9.1) 

(9.2) 

(9.3) 

(9.4) 

Thus, Eqs. (9.1) and (9.2) are predictive equations for e and ii, while Eqs. (9.3) and (9.4) are diagnostic equations for 1T and w. 
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V. DERIVATION OF THE CONTINUOUS UPPER 
BOUNDARY CONDITION 

In this section we derive an upper boundary condition 
which displays the time dependence required if the solution 
is to remain continuous at the upper boundary. Consider 
first Eq. (1). It is assumed that at Z =Ztop the number of re­
quired boundary conditions is determined by the eigenvalues 
of the matrix A.9 The eigenvlaues are w,w,w+cs' Thus, at 
z=Ztop' one boundary condition is specified ifw>O and three 
are specified if w < O. Mathematically, this can be consider­
ably simplified by forcing z=Ztop to be a streamline. This is 
accomplished by the transformation (7), where the following 
condition is imposed at;= 1, 

(f;),=vn=w+ ;x u=normal component of velocity. (10) 
;z 

Boundary conditions at;= 1 are determined by the ei­
genvalues of the matrix A I of Eq. (8.2). These are 
r,r,r+ [c;(; ;+;;) ]112. From Eq. (10), r=O at;= 1. Thus, at 
; = 1, one and only one boundary condition needs to be 
specified for Eq. (8.2). 

The goal now is to derive an upper boundary condition 
under the constraint that the flow above; = 1 be continuous 
at;= 1 with the solution obtained with the assumption of 
diagnostic equations in 0<; < 1. Return now to Eq. (8.2), 
before any quasisteady assumptions have been made. Sup­
pose that in a region above; = 1 the equation are being 
solved simultaneously with the region below;= 1. Then, at 
; = 1, one characteristic variable will propagate information 
from below; = 1 to;> 1, while another will propagate infor­
mation from above; = 1 to; < 1. These two characteristic 
variables can be obtained locally (that is, in a linear form) as 
follows. First, from Eq. (8.2) put the 1T and wequations in the 
from 

1TT= -r1T{;-(y-l)1T;zw{;-Hh 

- c;b -
wT= - 1T{;-rw{;-H2J 

(y-I)1T 

where HI and Hz represent the remaining terms. Let 

VI = [cs(1 +aZ)b!2]1T+ (y- 1)1Tow, 

Vz = [ - cs(1 + aZ)b!2]1T + (y - 1)1Tow, 

(11) 

(12) 

where the subscript indicates that the quantity is evaluated 
at a base point, which for our purposes lies on the surface 
;= 1. Then, 

(13.1) 

(VZ)T = - Az(vz){; + [cs(1 + a2)b/2 ]HI - (y - 1)1ToHz. 
(13.2) 

where 

Al = [r+c,c{;(1 +a2)b!2] and ,12= [r-ciil +a2)b!2]. 

Insofar as the region 0<; < 1 is concerned, the equations 
being used at ; = 1 are, 

(a) the two equations for e and ii given by Eq. (8.2); that 
is, Eqs. (9.1) and (9.2); 

(b) Equation (13.1) for VI; 
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(c) (V2)T is in effect a boundary condition, which is speci­
fied from the solution above; = 1. 

Next, assume the validity of the quasisteady equations, 
that is, Eq. (9), for 0<; < 1, but continue to use the full equa­
tions for; > 1. Again, insofar as the region 0<; < 1 is con­
cerned, the equations being used at;= 1 are as follows: 

(a) Equations (9.1) and (9.2) to predict e and ii, 

(b) (VJT is still in effect a boundary condition. 

Finally, assume that the solution thereby obtained (for 
0<; < 1 and for; > 1) will be continuously differentiable at 
;= 1. Note that the right side ofEq. (13.2) is a linear combi­
nation of the right side ofEqs. (9.3) and (9.4). But since Eqs. 
(9.3) and (9.4) are now valid for all time, then at;= 1 the 
right side ofEq. (13.2) will be zero. 

The derivation can be summarized as follows: 

Assumption: The number of boundary conditions re­
quired for Eqs. (8.2) at; = 1 is determined by the eigen­
values of the matrix AI' (14.1) 

Assumption: Let a streamline determine two regions of 
a differentiable solution ofEqs. (8.2). Then, the interac­
tion between the two regions is determined by the ap­
propriate characteristic variable. (14.2) 

Assumption: Given an initial state, then for some time 
period of interest, Eqs. (8.2) can be solved in some re­
gion ; > 1 simultaneously with Eqs. (9) for 0<; < 1 to 
produce a continuously differentiable solution. (14.3) 

Conclusion: The same solution can be obtained for 
0<; < 1, without obtaining the solution for; > 1, by using at 
;= 1 the boundary condition (v 2)r=0, or 

1 (y-l) 
-1TT = wT • (1S) 
1T cD +a2)112 

VI. DERIVATION OF THE DISCONTINUOUS 
UPPER BOUNDARY CONDITION 

This section considers the possibility that the flow, 
when w> 0 at ; = 1, becomes discontinuous. It is assumed 
that the flow above;= 1 is in quasi steady equilibrium with 
the solution below. Thus, a positive w at;= 1 represents a 
weak compression wave moving into the upper region. With­
in the limits of quasisteady analysis, such one-dimensional 
waves will form discontinuities which will propagate into the 
region above;= 1 very rapidly, namely at the sound speed. 
At a later time it is assumed that a "new" discontinuity is 
formed, but again at;= 1. Thus, without attempting to fol­
low the propagation of this discontinuity, one can calculate 
the jump conditions at ; = 1. 

Assuming an oblique compression wave,IO the appro­
priate equations would be the usual Rankine-Hugoniot 
jump conditions plus the additional requirement that ii be 
continuous at;= 1. In order to use these conditions, one 
requires that one variable be known behind the jump and all 
variables be known in front of the jump. In our case, howev­
er, both e and Ii! are known behind the jump. This implies 
that our problem is not that of a "piston" moving into a flow, 
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but rather of a mass injection problem, the point of injection 
being at S = 1. For such a problem it is appropriate to specify 
two conditions at s= 1, say e and W, while 1T would then be 
calculated. II The quasi steady solution to this problem ap­
pears qualitatively as follows (for a fixed t): 

w 

o 
~ 

There are in fact two discontinuities, with Rankine-Hugon­
iot conditions holding over each and with each moving at 
different velocities. (This result has been verified by unpub­
lished numerical calculations.) 

In the following equations, subscripts will refer to the 
positions (0,1,21 noted in the above diagram. The Rankine­
Hugoniot conditions over the jump at SI are as follows: 

2 y+l (A) 2 ° Vo+ -- .uW I Vo-Co= , (16.1) 
2 

p/PO=VO/Vh 

Pov~-plvi=PI-Po, 

(16.2) 

(16.3) 

where Vo=Wo- UI, VI =WI - UI, LlWI =Wl-WO, and UI is the 
velocity of the discontinuity at SI' Over the jump at s, the 
equations are as follows: 

vi+ y+ 1 (Llw,)VI-ci=o, (16.4) 
2 

p,/ PI = Vl / V" 

PIVi-p,v~=P,-Ph 

(16.5) 

(16.6) 

where VI=W I- U" V,=w,- U"Llw,=w,-w" and U, is the 
velocity of the discontinuity at s,. 

There are 11 quantities to be determined, namely (po, 
Po, Wo, Ph Ph WI, P" P" w" Ut, U,l. Of these, five are consid­
ered to be known, namely (po, Po, Wo, w" 8,1. The six equa­
tions of Eqs. (16) are to be used to determine the remaining 
variables. (Of these variables only P, is of actual interest.) A 
solution to second order accuracy will be obtained by ex­
panding about terms of the form w/c. In the derivation be­
low, equality will imply second order accuracy. The follow­
ing series expansion will be used: 
Let 

f(E,t5) = 1 +aIE+a,t5+a]E'+a.Et5+ast5', 

Then, 

f a = 1 +bIE+b,t5+b)E'+b.Et5+bst5', 

where 
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Using this expansion, Eqs. (16) take the following form: 

~= _ [1 +( y+ 1) Llwi + ~(y+ 1)2 (LlWI )2], (18.1) 
Co 4 Co 2 4 Co 

(18.2) 

P'= 1+ Llw, + 3-y (Llw,)2, 
PI C I 4 C I 

(18.5) 

P, = 1 +y Llw, + y(y+ 1) (LlW,)2. 
PI C, 4 C I 

(18.6) 

Noting that 

c2 P o 0 P, 

d PI po 

one obtains 

!:.!:.= 1- y-l (LlWI) + (y-l )2 (LlWI )2. (18.7) 
CI 2 Co 2 Co 

Then, using Eqs. (18.6), (18.7), and (18.3), and letting 
Llw=Llw, +Llw,=w,-wo, one obtains 

P, = 1 +y Llw + y(y+ 1) (LlW)2. 
~ ~ 4 ~ 

(18.8) 

Note that, to second order, P,/Po depends only on Llw and 
not on the other known upstream condition Ll 8. (This agrees 
with the known result that, in the case of a simple compres­
sion wave, Ll8 is third order in Llu.) 

Finally, using 

1T, = (P,)(y-- Illy 
1To Po 

and letting Ll1T=1T,-1To, one obtains to first order, 

Ll1T = (y-l) Llw. (18.9) 
1To Co 

Noting the quasisteady environment, Eq. (18.9) can be 
written as 

1 (y-l) -
- 1T T= --- wT • (19) 
1T C, 

Equation (19) is the proposed upper boundary condition. In 
form, it is identical to Eq. (15) for the continuous case, ex­
cept for the factor (1 +a')II2. However, proper interpretation 
must be given to the use ofEq. (19). 

First, if W < ° at S = 1, the proper analogy would be to an 
expansion wave. This does not give a discontinuity and it 
would not seem reasonable to attempt to apply the above 
analysis to such situations. 

Secondly, recall that S = 1 is a moving interface in: the 
fluid. If pressure at s= 1, P(r,1j,l), were unaffected by the 
flow, then P(r,1j,l) would change with time so as to attain 
the "initial" quasisteady pressure at that point. The appro­
priate equation at s= 1 would be the usual hydrostatic 
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equation, 

a1T - g(y - 1)1T 

az c~ 

At ~ = 1, dz/d7 = !~(7) = w. Thus, the above equation 
becomes 

g(y-l)1T -
1T = - w. 

T 2 
c, 

(20) 

Remark: This is essentially the boundary condition 
used by Pielke and Mahrer.8 

When using Eq. (15), the continuous boundary condi­
tion, the interpretation is that the equation gives the entire 
pressure change, regardless of the fact that ~ = 1 may be a 
moving surface. On the other hand, the discontinuous 
boundary condition, Eq. (19), is intended to represent a per­
turbation of the undisturbed flow. Thus, the quasisteady 
pressure change needs to be calculated and the result of Eq. 
(19) superimposed. 

Summarizing, with the assumption of a jump disconti­
nuity at t= 1 in the presence of w > 0, and with the assump­
tion of c;ntinuous flow if w < 0, the following upper bound-
ary condition is proposed, 

(21) 

VII. SPECIFICATION OF A TEST PROBLEM AND 
NUMERICAL APPROXIMATIONS 

In the previous sections we have derived the quasi­
steady equations and several possible upper boundary condi­
tions. It is necessary now to evaluate these equations and to 
compare their solutions with solutions obtained with other 
techniques presently being used in atmospheric science. As a 
first step in this direction, it was decided to choose one test 
problem and to solve it for various choices of the mathemat­
ical model. 

A severe complication in such a study is the strong ef­
fect of lateral boundary conditions. The difficulty stems 
from the fact that in general all required boundary condi­
tions are not known physically. For purposes of the present 
paper, it was desired to choose lateral boundary conditions 
which completely determine the flow. This then removes 
any difficulties that may arise from imperfectly specified lat­
eral boundary conditions. The following were chosen, 

u(t,O,z)=O, (22.1) 

u(t,L1,z) =0. (22.2) 

A further boundary condition imposed for all cases is, 

w(t,x,O) =0. (22.3) 

It was decided to begin with stationary flow and a rec­
tangular region O,;;;,x,;;;,L"O,;;;,z,;;;,Lz. The following were 
chosen: 

w(O,x,z) =0, (22.4) 
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u(O,x,z) =0, 

J;(O,x) =Lz, 

P (O,x,L z) = Po = const. 

(22.5) 

(22.6) 

(22.7) 

L was taken as 480 km and Lz as 10 km. Given the initial e 
di1stribution, P(O,x,z) is obtained from Eq. (9.4), which is the 
hydrostatic equation for these conditions. Thus, the driving 
force for this problem is the initial e distribution, which was 
chosen as, 

e (O,x,z) = e (O,O,z)[1 + !(x,z)] , 

where 

!(x,z)=a(3- ~~)(;y(~:)(I- LY 
e(o,o,z)=ao+a{;z -1)+az (;2 -IY 

a o=1.267, al=0.5197, a 2=0.3884, 

aJ=0.0857, a=0.05. 

Remark: From Eq. (22.8), 

(22.8) 

ae ae ae 
!(O,z)=!(x,(O)= - (O,z) = - (L1,z) = - (x,O) 

ax ax ax 

ae aze 
= - (x,L 2) = -- (x,L 2)=O. 

ax axaz 

This produces an initial field as shown in Fig. 1 and 2. 
Note that e is constant at z=O and Z= 10 km. Pressure is 
constant at Z= 10 km, but for lower values of z there is a 
pressure gradient (see Fig. 2). This should produce a flow 
which moves from left to right. Because u = ° at both lateral 
boundaries, the wave (at some later time) will reflect and 
move from right to left. Physically this wave should dampen 
out with time and the flow should return to a stationary flow. 
However, our model does not contain the viscous mecha­
nism that are usually associated with such behavior. Never­
theless, as we examine the results, the damping effect on the 
wave will be of particular interest. 

Although the physical problem is not of direct interest 
to atmospheric scientists, because of the reflective behavior 
at the lateral boundaries, the scales and magnitudes of the 
variables are comparable to those encountered in real 
problems. 

To complete specification of the mathematical prob­
lem, it is necessary to choose upper boundary conditions. 
This will be discussed later. 

The mathematical problem is defined by Eqs. (9), Eqs. 
(22), and the yet-to-be specified upper boundary conditions. 
In choosing a numerical scheme, the primary COncern was to 
obtain a solution; questions of efficiency and degree of accu­
racy were not considered important for this investigation. 
The author had previously obtained solutions to Eqs. (1) 
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C1> FIG. 1. Initial flow field. 
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1.2670 1.2670 1.2670 1.2670 1.2670 1.2670 1.2670 1.2670 
1.1641 1.1654 1.1668 1.1681 1.1692 1.1701 1.1707 1.1709 
1.1038 1.1072 1.1106 1.1138 1.1166 1.1189 1.1203 1.1209 
1.0708 1.0744 1.0781 1.0816 1.0847 1.0871 1.0888 1.0893 
1.0500 1.0500 1.0500 1.0500 1.0500 1.0500 1.0500 1.0500 

1T(0,x,z) 
0.68721 0.68721 0.68721 0.68721 0.68721 0.68721 0.68721 0.68721 
0.76079 0.76075 0.76070 0.76066 0.76062 0.76060 0.76058 0.76057 
0.83958 0.83937 0.83916 0.83896 0.83878 0.83864 0.83855 0.83852 
0.92171 0.92123 0.92076 0.92031 0.91992 0.91960 0.91940 0.91932 
1.00592 1.00529 1.00467 1.00409 1.00359 1.00318 1.00291 1.00282 

P(O,x,z) 
269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 
384.086 384.008 383.930 383.856 383.792 383.740 383.706 383.694 
542.271 541.791 541.314 540.866 540.473 540.160 539.954 539.879 
751.765 750.398 749.040 747.767 746.653 745.768 745.185 744.974 

1020.858 1018.650 1016.457 1014.403 1012.604 1011.177 1010.236 1009.897 

T(O,x,z) 
237.831 237.831 237.831 237.831 237.831 237.831 237.831 237.831 
241.912 242.178 242.444 242.694 242.916 243.092 243.209 243.251 
253.141 253.853 254.565 255.237 255.829 256.302 256.614 256.727 
269.579 270.367 271.156 271.900 272.555 273.078 273.424 273.549 
288.504 288.326 288.148 287.982 287.836 287.720 287.643 287.616 

0.41667 0.50 0.58333 0.66667 0.75 0.83333 0.91667 1. 
L80

XkmJ 

FIG. 2. Over-pressure at initial time,.1P = P(O,x,z) - P(0,480,z). 
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with a first order method,l2·J3 and it was decided to use the 
same difference equation, where applicable, to Eq. (9). The 
following notation is used: 

J:J= f(nl1 t,il1 17jl1S), 

f + = _1_ (jn+ I_fn) 
t I1t IJ IJ ' 

f~,= 2~17 (j7+IJ-f7-1)' 

/'''7= 11~' (j;'+IJ- 2f'0+f;'-I)' 

f~= 2~s (j7,)+ I - f7,)- 1) 

fl;{;= 11~' (j7J+ 1- 2f:J+f7J-I)' 

(23.1) 

(23.2) 

(23.3) 

(23.4) 

(23.5) 

(23.6) 

For the two predictive equations for 8 and ii, Eq. (9.1) and 
(9.2), the difference equations are, 

+ U roD I1s 11 171 U I 8 T =-rff/;- -0'1+ -l r I8b"b"+ - - 8'7'1' 
LI 2 2 LI 

(24.1) 

-+ -0 U-o u_ =-ruJ---u 
. 'LI '1 

(24.2) 

where all coefficients are evaluated at GJ). [These equations 
are obtained from Eqs. (8.2) by locally transforming to diag­
onal form, differencing according to the sign of the character­
istics, and then transforming back. 12] 

The two diagnostic equations, (9.3) and (9.4), were con­
sidered as an "independent" system of two equations. Both 
were differenced with a standard trapezoidal method. Essen­
tially, w is obtained from Eq. (9.3) with Eq. (22.3), and 1T is 
obtained from Eq. (9.4) with the aid of an upper boundary 
condition. When solving Eqs. (9.3) and (9.4) for wand 1T, it is 
assumed that ii and e are known everywhere. These two 
equations are still coupled and need to be solved iteratively. 

Summarizing, the numerical computations proceed as 
follows. Given an entire distribution of all variables at time 
n, Eqs. (24.1) and (24.2) are used, in conjucntion with pre­
viously given boundary conditions, to obtain 8 and ii at time 
n + 1. [Note that Eq. (24.1) is used at all boundaries and that 
Eq. (24.2) is used at S=o and S= 1.] Then, Eqs. (9.3) and 
(9.4) are solved to obtain 1T and w at time n + 1. 
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VIII. CONVERGENCE AND STABILITY OF THE 
NUMERICAL CALCULATION 

No procedures are presently available for analytically 
establishing convergence and stability of the numerical tech­
niques. Nevertheless, one should at least be able to demon­
strate that the solutions behave as though they are a part of a 
convergent and stable sequence of calculation. A criterion, 
to be used as a necessary condition for convergence of the 
difference equations, was obtained by the following argu­
ment. Suppose I1t=hcl, 1117 =hc" I1S=hc). Letf(t,17,S) be 
any of the dependent variables, and letf*(t,17,;,h) be its nu­
merical approximation. Assume an expression of the form 
f(t,17,s)=f*(t,17,s,h )+Alh+O (h 2), whereAI =A I(t,17,S). Ig­
noring the higher order term, 

f(t,17,s)~f*(t,17,s,h )+Alh. (25.1) 

Using Eq. (25.1) with h/2 and h14, one obtains, 

f*(t,17,S,h ) - f*(t, 17,s,h/2)~ 2[(*(t, 17,s,hI2) - f*(t,17,s,hl 4)]. 
(25.2) 

Equation (25.2) is similar to that used in Romberg inte­
gration. 14 The validity of Eq. (25.2) is adopted as a reason­
able indication that the numerical solutions are converging 
tof(t,17,S), and is at the same time a valid test for both stabil­
ity of the numerical scheme and stability of solutions of the 
partial differential equations. At any stage of such a se­
quence, any given quantity is obtained with eight times as 
many calculations as in the previous stage. Any numerical 
instabilities will certainly be seen. Also, convergence, in the 
sense ofEq. (25.2), would hardly be possible if the solution to 
the differential equation were unstable with respect to per­
turbations of initial data. 

We first check Eqs. (6). In terms ofEq. (7), this requies 
that 

j;(t,x)=o, 

};(t,x)=const=L,. 

(26.1) 

(26.2) 

The additional boundary conditions chosen for the test case 
(see Sec. V) were as follows: 

J8 
-(t,x,L,) 
Jz 

:w<o, 

: w;;;, 0, 

{ 

(y - l)g :w < 0, 
C

2
1T _ s 

(Je)-& :w;;;,O, 

(26.3) 

(26.4) 

where (JIJzt indicates the backward difference. Note that, 
for w;;;,O, the implication is that Eqs. (6.1) and (6.2) are used 
to calculate u and 8, the idea being to use characteristic 
equations as required by the mathematics. (The precise char-
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acteristic equations were not employed in the present study, 
but will be a part of our later study in regard to lateral bound­
ary conditions.) The difficulty actually occurs for w < 0, for 
in this case there seems to be neither mathematical nor phys­
ical insight to dictate appropriate boundary conditions. 
Those given above are clearly artifical. 

For the first calculation we also chose to keep pressure 
constant at the top. That is, 

(26.5) 

Summarizing, a solution (using the numerical tech­
nique described in Sec. VII) is to be obtained to Eqs. (6), with 
initial conditions given by Eqs. (22.4)-(22.8), and boundary 
conditions given by Eqs. (22.1), (22.2), (22.3), and (26). 

To test convergence, a set of four calculations was 
made. In the first run, the values of the mesh were Lix = 40 
km, Liz = 2.5 km, and Lit = 80 seconds. (The stability crite­
rion is essentially Lit < Lix/cs' which produces Lit -133.) 
These values give a 13 X 5 spatial mesh. In the second run all 
three increments were halved, producing a 25 X 9 spatial 
mesh. In the third run all three increments were halved 
again, producing a 49 X 17 spatial mesh, and in the fourth 
run the spatial mesh was 97 X 33. This produces an initial 
field as shown in Figs. 1 and 2. 

Some of the results of this calculation are shown in Figs. 
3-5. Figures 3 and 4 give the entire field for P, T, u, and w at a 
later time. Figure 5 displays P (t,x,O). (These results are for 
the 97 X 33 mesh.) 

One notes that from a physical standpoint the behavior 
of the solution is generally as expected. The initial e distri­
bution produces a wave which then moves to the right and 
proceeds to reflect from the lateral boundaries. Vertical ve­
locity is monotonic, for fixed x, and achieves maximum ab­
solute values at the top. The period of the oscillation is about 
4000 seconds. One such period is shown in Fig. 5. At time 
zero the maximum pressure at z = 0 is at x = O. In 4000 sec­
onds, the pressure distribution has essentially reversed. 

Figure 5 shows that the magnitude of the pressure gra­
dient at time t=O is much larger than that existing at time 
t=4oo0. This does not indicate any damping of the flow 
field. In fact, when continued to time t= 8000, the pressure 
gradient was much like that existing at t=O. (These ex­
tended calculations were not thought to be very accurate and 
so were not shown.) 

Further comments regarding this calculation will be 
made later when comparing results of different upper 
boundary conditions. 

The test for convergence in terms ofEq. (25.2) is shown 
in Fig. 6. Calculated values of several values of the flow field 
are shown for all of the mesh sizes used (runs 1 through 4). 
Li1 = j*(t,x,z,h ) - j*(t,x,z,h12) is obtained by simply sub­
tracting the value given by run 2 from that given by run 1. 
Similarly, one obtains Li2 and Li3. The criterion is satisfied if 
Li3/ Li2=0.5. In practice, we look to see if the quantities 
I Li2/ Li1,Li3/ Li2 J appear to be part ofa sequence whose limit 
is less than or equal to 1· 
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We first note that, as should be expected, better conver­
gence is obtained at t=2080 than at t=40oo. Convergence 
for all quantities is quite well indicated, with the exception 
possibly of T (t,O,L l ). This seems to indicate a difficulty with 
the boundary conditions given by Eqs. (26.3) and (26.4) for 
w < O. As noted earlier, these conditions are artificial ones, 
and the lack of convergence of T (t,0,L 2) might indicate that 
the mathematical problem is not well posed. Note that at 
x =0, w < 0 for most of the range 0<;t<;4000, whereas at 
x =L 1, w> 0 for most of the calculation (see Fig. 4). Thus, 
the difficulty with the upper boundary should occur primar­
ily near x = o. This is consistent with the results of Fig. 6: 
T(t,Ll>LJ converges much better than T(t,0,L 2). 

IX. COMPARISON OF THE FIXED TOP 
QUASISTEADY MODEL WITH A HYDROSTATIC 
MODEL 

There are two goals, somewhat contradictory, to the 
comparison to be made in this section. The first goal is to 
show that, at least in some circumstances results obtained 
with the quasisteady equations are similar to those obtained 
with standard atmospheric models. It is known that for a 
large class of problems these standard models give results 
that are physically realistic. For such problems the quasi­
steady model should give similar results. The second goal is 
to ascertain what differences can be attributed to the fact 
that the different models employ different sets of differential 
equations. As discussed in Sec. II, we feel that the quasis­
teady model differs from the standard models in two impor­
tant ways: (1) the differential equations are different, and (2) 
with the quasisteady assumption it should be possible to de­
rive physically realistic and mathematically consistent 
boundary conditions. The second of these two differences 
will be discussed in Sec. XI. In this section we attempt to 
examine differences that can be attributed to the differential 
equations. 

The test problem of Sec. VIII was solved with the hy­
drostatic model developed by Kreitzberg,15 which is based 
on the model developed at NCAR.16 In his model, the primi­
tive equations consist of predictive equations for Tand hori­
zontal velocity, and diagnostic equations for P (hydrostatic) 
and w. For the case of our problem and boundary conditions 
the equation for w has the form 

aw = _ ~ _~ ap + ~ 
az ax yP ax yP 

i
L a - g 

X - (pu)dz+ - (pw)z~u 
z ax yP . 

(27.1) 

where wz=L, is first obtained by integrating Eq. (27.1) from 0 
to L2 and then solving. All conditions were kept the same for 
this run except at the upper boundary where temperature is 
predicted using backward differences in the vertical terms 
[this replaces Eqs. (26.3)-(26.4) for w < 0]. 

Because the convective terms in Eq. (6.4) are negligible 
for this problem, the two models differ essentially only to the 
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3: FIG. 3. Flow field at time 2710 sec. 
~ 
;::r 
"1J 

(o:mJ 
~ P(27IO,x,z) '< ,'" 
< I. 269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 269.039 
0 
:- 0.9375 293.691 293.705 293.748 293.822 293.925 
I\) 294.056 294.209 294.376 294.540 294.685 294.799 294.871 294.895 
? 0.8750 320.623 320.653 320.743 320.896 321.108 321.373 321.679 322.005 322.324 322.605 322.823 322.961 323.009 
z 0.8125 350.011 350.056 350.193 350.423 350.740 351.133 351.580 352.054 352.512 352.914 353.226 353.423 353.490 
~ 
.:>. 0.75 382.011 382.071 382.252 382.552 382.964 383.470 384.043 384.644 385.223 385.728 386.118 386.364 386.448 
» 0.6875 416.778 416.850 417.068 417.428 417.919 418.519 419.194 419.899 420.573 421.157 421.607 421.891 421.988 

"U 
~ 0.6250 454.462 454.544 454.790 455.194 455.743 456.412 457.160 457.937 458.676 459.314 459.804 460.111 460.216 

co 0.5625 495.210 495.298 495.560 495.989 496.570 497.276 498.063 498.878 499.649 500.311 500.816 501.133 501.241 
--J 

0.50 539.164 539.253 539.517 539.948 540.531 541.238 542.028 542.841 543.608 544.263 544.759 545.069 545.175 co 
0.4375 586.458 586.543 586.792 587.200 587.753 588.425 589.176 589.950 590.675 591.291 591.754 592.040 592.138 
0.3750 637.216 637.291 637.510 637.869 638.359 638.959 639.634 640.329 640.978 641.524 641.930 642.178 642.263 
0.3125 691.553 691.611 691.784 692.071 692.469 692.965 693.528 694.111 694.653 695.103 695.431 695.629 695.695 
0.25 749.568 749.605 749.719 749.915 750.199 750.565 750.991 751.437 751.849 752.184 752.420 752.558 752.602 
0.1875 811.348 811.363 811.411 811.506 811.663 811.887 812.163 812.459 812.732 812.943 813.080 813.153 813.175 
0.1250 876.968 876.959 876.942 876.940 876.974 877.060 877.193 877.347 877.486 877.579 877.623 877.636 877.636 
0.0625 946.487 946.459 946.390 946.309 946.247 946.225 946.245 946.289 946.325 946.328 946.299 946.264 946.248 
o. 1019.954 1019.917 1019.824 1019.707 1019.602 1019.533 1019.507 1019.505 1019.498 1019.463 1019.403 1019.347 1019.324 

T(271O,x,z) 
I. 243.495 243.359 242.945 242.242 241.255 240.005 238.536 236.899 235.276 233.847 232.739 232.039 231.801 
0.9375 243.279 243.148 242.750 242.082 241.157 240.014 238.720 237.369 236.073 234.945 234.076 233.530 233.344 
0.8750 243.181 243.067 242.726 242.162 241.399 240.478 239.461 238.419 237.434 236.587 235.940 235.535 235.396 
0.8125 243.523 243.434 243.168 242.737 242.165 241.486 240.749 240.006 239.318 238.735 238.294 238.019 237.925 
0.75 244.356 244.293 244.110 243.821 243.444 243.008 242.544 242.089 241.681 241.344 241.095 240.942 240.889 
0.6875 245.664 245.629 245.532 245.387 245.207 245.007 244.807 244.625 244.477 244.368 244.297 244.256 244.242 
0.6250 247.429 247.423 247.414 247.412 247.422 247.450 247.497 247.568 247.659 247.758 247.848 247.909 247.930 
0.5625 249.637 249.660 249.737 249.872 250.062 250.299 250.572 250.872 251.176 251.459 251.692 251.844 251.897 
0.50 252.279 252.330 252.487 252.747 253.098 253.521 253.992 254.489 254.976 255.416 255.769 255.998 256.078 
0.4375 255.348 255.424 255.650 256.017 256.504 257.080 257.714 258.370 259.004 259.567 260.016 260.307 260.408 
0.3750 258.840 258.936 259.217 259.666 260.254 260.944 261.696 262.466 263.202 263.852 264.366 264.699 264.815 
0.3125 262.753 262.862 263.178 263.676 264.323 265.077 265.894 266.724 267.513 268.205 268.751 269.102 269.225 
0.25 267.083 267.197 267.522 268.030 268.684 269.444 270.263 271.092 271.874 272.558 273.095 273.440 273.561 
0.1875 271.827 271.934 272.237 272.707 273.310 274.007 274.757 275.512 276.221 276.839 277.321 277.630 277.739 
0.1250 276.976 277.064 277.308 277.685 278.167 278.724 279.321 279.920 280.480 280.966 281.344 281.585 281.669 
0.0625 282.518 282.570 282.713 282.934 283.216 283.542 283.893 284.244 284.571 284.852 285.069 285.206 285.254 
o. 288.431 288.428 288.421 288.411 288.403 288.397 288.395 288.395 288.394 288.391 288.387 288.382 288.380 

"1J o. 0.08333 0.16667 0.25 0.33333 0.41667 0.50 0.58333 0.66667 0.75 0.83333 0.91667 
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~ FIG. 4. Flow field at time = 2710 sec. 
~ 
D> 

~ Co~mJ u(2710,x,z) 
"U 
~ 
'< (m/sec) Y' 
< I. 0.0000 -.0000 -.0000 -.0000 - .0002 - .0014 - .0092 -.0441 - .1195 - .1732 - .1714 - .1069 0.0000 
?t 0.9375 0.0000 - .1761 - .3489 - .5134 - .6665 - .8048 - .9185 - .9832 - .9695 - .8675 - .6648 - .3641 0.0000 
I\) 

0.8750 0.0000 - .3919 - .7622 - 1.0886 - 1.3563 - 1.5556 - 1.6733 - 1.6885 - 1.5810 - 1.3543 - 1.0047 - .5395 0.0000 9 
z 0.8125 0.0000 - .5601 - 1.0774 - 1.5133 - 1.8455 
0 

- 2.0645 - 2.1617 - 2.1232 - 1.9396 - 1.6269 - 1.1884 - .6325 0.0000 

• .j>. 0.75 0.0000 - .6595 - 1.2579 - 1.7449 - 2.0952 - 2.3024 - 2.3643 - 2.2757 - 2.0397 - 1.6835 - 1.2159 - .6435 0.0000 

> 0.6875 0.0000 - .6824 - 1.2903 - 1.7680 - 2.0913 - 2.2587 - 2.2753 - 2.1446 - 1.8833 - 1.5281 - 1.0912 - .5745 0.0000 

~ 0.6250 0.0000 - .6257 - 1.1702 - 1.5788 - 1.8323 - 1.9353 - 1.8999 - 1.7387 - 1.4809 - 1.1706 - .8218 - .4297 0.0000 
~ 0.5625 0.0000 - .4903 - .9008 - 1.1840 - 1.3287 - 1.3462 - 1.2554 - 1.0769 - .8512 - .6275 - .4200 - .2154 0.0000 co 
-.J 0.50 0.0000 - .2817 - .4936 - .6011 - .6032 - .5182 - .3707 - .1886 - .0219 .0778 .0973 .0594 0.0000 co 

0.4375 0.0000 - .0096 .0319 .1417 .3092 .5095 .7128 .8853 .9700 .9145 .7077 .3830 0.0000 
0.3750 0.0000 .3116 .6479 1.0053 1.3612 1.6847 1.9416 2.0930 2.0776 1.8435 1.3831 .7406 0.0000 
0.3125 0.0000 0.6633 1.3186 1.9401 2.4936 2.9423 3.2489 3.3704 3.2431 2.8175 2.0893 1.1139 0.0000 
0.25 0.0000 1.0223 2.0005 2.8863 3.6348 4.2044 4.5551 4.6408 4.3980 3.7795 2.7854 1.4815 0.0000 
0.1875 0.0000 1.3615 2.6423 3.7738 4.7013 5.3798 5.7669 5.8149 5.4618 4.6632 3.4234 1.8179 0.0000 
0.1250 0.0000 1.6495 3.1857 4.5224 5.5979 6.3640 6.7774 6.7898 6.3418 5.3919 3.9481 2.0942 0.0000 
0.0625 0.0000 1.8510 3.5643 5.0418 6.2164 7.0387 7.4652 7.4486 6.9327 5.8786 4.2970 2.2773 0.0000 
O. 0.0000 1.9260 3.7039 5.2301 6.4355 7.2708 7.6939 7.6602 7.1166 6.0257 4.4000 2.3305 0.0000 

w(27IO,x,z) 
(m/sec) 

I. - .1980 - .1955 - .1874 - .1715 - .1455 - .1089 - .0614 -.0012 .0797 .1696 .2510 .3067 .3263 
0.9375 - .1872 - .1849 - .1772 - .1622 - .1378 - .1034 - .0587 - .0019 .0746 .1599 .2374 .2906 .3094 
0.8750 - .1802 - .1779 - .1704 - .1558 - .1323 - .0993 - .0564 - .0017 .0717 .1533 .2276 .2789 .2971 
0.8125 - .1766 - .1743 - .1665 -.1516 - .1282 - .0956 - .0537 - .0003 .0704 .1488 .2204 .2700 .2877 
0.75 - .1754 - .1727 - .1643 - .1486 - .1246 - .0921 - .0506 .0018 .0703 .1457 .2146 .2627 .2799 
0.6875 - .1752 - .1722 - .1627 - .1459 - .1211 - .0883 - .0471 .0045 .0706 .1430 .2091 .2556 .2723 
0.6250 - .1749 - .1715 - .1609 - .1428 - .1171 - .0839 - .0431 .0074 .0709 .1399 .2030 .2476 .2638 
0.5625 - .1732 - .1693 - .1577 - .1385 - .1121 - .0789 - .0387 .0103 .0707 .1357 .1954 .2377 .2532 
0.50 - .1691 - .1648 - .1523 - .1323 - .1058 - .0731 - .0341 .0127 .0693 .1299 .1854 .2251 .2397 
0.4375 -.1617 - .1571 -.1441 - .1240 - .0979 - .0664 - .0294 .0145 .0666 .1219 .1726 .2090 .2225 
0.3750 - .1502 - .1455 - .1326 - .1130 - .0882 - .0587 - .0246 .0154 .0621 .1113 .1565 .1891 .2012 
0.3125 - .1343 - .1298 - .1175 - .0994 - .0767 - .0502 - .0199 .0152 .0556 .0981 .1369 .1651 .1757 
0.25 - .1139 - .1098 - .0989 - .0830 - .0635 - .0409 - .0154 .0139 .0473 .0821 .1140 .1371 .1459 
0.1875 - .0893 - .0859 - .0770 - .0643 - .0488 - .0310 - .0111 .0116 .0371 .0637 .0880 .1056 .1123 
0.1250 -.0612 - .0588 - .0525 - .0436 - .0329 - .0207 - .0070 .0083 .0255 .0433 .0596 .0714 .0759 
0.0625 - .0309 - .0296 - .0264 - .0218 -.0164 - .0102 - .0033 .0043 .0129 .0217 .0298 .0356 .0379 

"U 
O. 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

D> 
So 

(480

X

kmJ 
Gl O. 0.08333 0.16667 0.25 0.33333 0.41667 0.50 0.58333 0.66667 0.75 0.8333 .91667 I. 
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ditions to be discussed in Sec. X, Eq. (27.1) would have an 
additional term involving aPlat, while Eq. (6.3) remains un­
changed. For these cases the discrepancies in the two diag­
nostic equations for w become more pronounced. 

.--- ---------- -----_.- -t;4000 A table of comparisons for the two runs at time 4160 is given below: 
_~~=-=-~-----z;-

t:I'20 

------/0101 t"rc 

FIG. 5. Pressure distribution at z = 0 at selected times. 

extent that Eq. (6.3) differs from Eq. (27.1). Ignoring the 
convective terms in Eq. (6.4), these diagnostic equations for 
w can be written as, 

aw + ~ + ~ ap =j;~, 
az ax yP ax c; 

(27.2) 

{
ILL, a(pu) -

- --dz + 
j; = P z ax 

w 

:from Eq. (27.1), 

:from Eq. (6.3). 

In Eq. (27.2), the equations agree at z=L2, while they 
appear to have the greatest discrepancy at z=O. It is also 
interesting to note that if, 

(27.3) 

then the two expression are identical. For the boundary con-

FIG. 6. Convergence check. 

t = 2080 sec. 
P(t,O,O) P(t,L"O) 

run I 1020.820 1014.139 
run 2 1022.287 1015.665 
run 3 1022.686 1016.328 
run 4 1022.798 1016.640 

.11 - 1.467 - 1.526 

.12 .399 .663 

.13 .112 .312 
.12/.11 .272 .434 
.13/.12 .281 .471 

1=4000 sec. 
P(t,O,O) P(t,L1,O) 

run I 1015.777 1018.246 
run 2 1016.82J· 1020.690 
run 3 1017.011 1021.911 
run 4 1916.009 1022.543 

.11 - 1.047 - 2.444 

.12 - .187 - 1.221 

.13 -0. - .632 
.12/.11 .179 .500 
.13/.12 -0. .518 
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Period of Oscillation 
P(4160,O,O) 
P(4160,L"O) 
T(4160,O,L,) 
T(4160,L"L,) 
u( 4160,L,/2,O) 
w(4160,O,L,) 

Results using 
Results using Eq. (6) Kreitzberg Program 

4000 sec. 
1017.013 
1022.578 
244.265 
230.468 

6.0837 
.1165 

4160 sec. 
1016.953 
1023.331 
244.636 
230.283 

7.327 
.0507 

As expected, the basic features of the flow field agree reason­
ably well. For example, the period of oscillation differs by 
4%. The increase in pressure at z=O, z=L 1 [that is, 
P(4160,L 1,0)-P(0,L 1,0)] differs by approximately 6%. The 
percentage variation in the velocity field appears to be sig­
nificantly larger. However, this may be due to a relatively 
small phase shift (namely, the 4% variation in the period). 
This can be seen from Fig. 7, where w is displayed at the two 
top corner points. Figure 7 also shows that differences be­
came more pronounced as the run progressed. This is consis­
tent with our previous discussion: Equation (27.3) is valid at 
t=O, but becomes increasingly less valid as the run 
continues. 

Summarizing, for this test case (in which the effect of 
boundary conditions was minimized as much as seemed pos­
sible) it was not expected that large differences would occur. 
The results verified this expectation. However, it was also 

T(t,O,L,) T(t,L"L,) w(t,O,L,) u(I,L,!2,O) 

241.438 234.913 - .2241 5.3806 
241.755 234.164 - .2470 6.5485 
241.923 233.760 - .2602 7.1234 
242.012 233.556 - .2673 7.4005 
- .317 .749 .0229 - 1.1679 
- .168 .404 .0132 .5749 
- .089 .204 .0071 .2771 

.530 .539 .576 .492 

.529 .505 .538 .482 

T(t,O,L,) T(t,L1,L,) w(I,O,L,) u(t,L ,/2,L,) 

243.478 232.519 .0429 3.2671 
243.943 231.290 .0624 4.8880 
244.241 230.641 .0716 5.8344 
244.417 230.312 .0761 6.3252 
- .465 1.229 - .195 - 1.6209 
- .298 .649 - .092 - .9464 
- .176 .329 - .045 - .4908 

.641 .528 .472 .586 

.591 .507 .489 .518 
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seen that the quantitative differences, although small, were 
significant. 

X. COMPARISON OF THE FIXED TOP 
QUASISTEADY MODEL WITH THE FLOATING 
TOP QUASISTEADY MODEL 

It was shown in Sec. V that the floating top, in conjunc­
tion with Eq. (10), has a significant mathematical effect: We 
now ask whether there is any significant effect on the solu­
tion itself. 

All of the upper boundary conditions that will be dis­
cussed in this section and in Sec. XI are written in the from 

(28) 

For the fixed top, the following three cases will be 
considered: 

(I) c, =0.0, c,=O, (28.1 ) 

(2) c, =0.0, c,=- g(y-I)1T (0.15), (28.2) 
c2 , 

(3) c,=O.O, c,=-
g(y- 1)1T 

(28.3) 
c2 

.\ 

Cases (1), (2), and (3) are derived from JPlJt=pgwa, 
where a =0, 0.15,1. a =0 gives the test case of Sec . VIII. The 
case a = 1, which arises from the boundary condition 
Pr+wPz=O and the hydrostatic equation Pz+pg=O, has 
been shown to be unstable; Kreitzberg has found that the 
damping factor, a=0.15, gives reasonable results. 

For the floating top, the following four cases are 
considered: 

c,=o, 

g(y-l)1T -c,= :w> 0, 
c2 

5 

g(y-l)1T 
c,= 2 ' 

cs 
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(28.4) 

(28.5) 

(28.6) 

0'1 

4'[ 

/ . 
I 

"t _.'6-",'-'" 
- ------------_ .. 

4 ~ 6 7 

x/4~C hm 

FIG. 8. Position of floating top. 

(7) c, =0, c,=O. (28.7) 

Cases (4), (5), and (6) correspond respectively to Eqs. (15), 
(21), and (20), while case (7) maintains constant pressure at 
s= 1. 

We first discuss the movement of the top surface. Fig­
ure 8 shows the configuration of the top for the case of the 
continuous upper boundary condition, Eq. (28.4). Plots for 
the range 1600 < t < 2800 are not shown; the curves essen­
tially retrace the earlier ones. The movement of this surface 
is actually quite small. For Eq. (28.4), the maximum is about 
70 m (to be compared with the initial height of 10,000 m). 
For Eq. (28.5) the behavior is qualitatively as in Fig. 8, but 
the extreme values are approximately - 102 m and 270 m. 

Figure 9 displays the actual change in pressure that oc­
curs at the top surface for cases (2), (3), and (4). For each 
case pressure is shown at times of maximum deviation from 
the initial pressure Po. The pressure increment J,P is particu­
larly small for the continuous upper boundary condition. 
Results for Eq. (28.5), which are not given in Fig. 9, show 
that the maximum J,P=9.4. 

9 10 

FIG. 9. P(t,x,z,pr) - Po. 
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FIG. 10. dP = P(t,O,O) - P(t,L"O). 

Equation (28.4) can be put in the form ofEq. (28.3) by 
the following argument. Let" 1" denote quantities at ; = 1 
and "0" denote quantities atz = 10 km. From the hydrostat­
ic approximation, Po - PI:::::: - pgiJz, where iJz = 10 - Zl' 
Differentiating with respect to r, 

JPo _ JPI :::::: _ pg( - Zl). 
ar ar ar 

Since pressure changes so little at ; = 1, let JP1/ Jr = 0; 
from Eq. (10), JzJJr = WI> and since the movement of the 
top is so small, let w:::::: woo Then ap / ar = pgw at z = 10 km. 
Summarizing, with the hydrostatic approximation, Eq. 
(28.3) arises from P, + wPz = 0, while Eq. (28.4) is essen­
tially obtained from Pr + WPt; = O. 

Figure 10 illustrates a remarkable difference in behav­
ior between Eq. (28.3) and Eq. (28.4), namely that the solu­
tion with Eq. (28,3) becomes unstable. The equations were 
examined further in order to attempt to isolate the signifi­
cant differences. In regard to the predictive equations, two 
differences are seen. First, the fixed top model, Eqs. (6), re­
quires the additional arbitrary upper boundary conditions 
given by Eq. (26.3) and (26.4). Secondly, the predictive var­
iables for Eqs. (6) are e and u, while for Eqs. (9) they are e 
and ii. These differences in the predictive equations do have 
an effect on the solution, but not enough to account for the 
fact that the fixed top model was divergent while the floating 
top model was well behaved. 

More profound effects can be attributed to the diagnos­
tic equations. Note first that, for this test case at least, both 
Eqs. (6.4) and (9.4) are essentially the usual hydrostatic 
equation; in both equations all other terms are negligible. 
The other diagnostic equation differs, in that Eq. (6.4) is a 
diagnostic equation for w, while in Eq. (9.4) the diagnostic 
variable is W. As will be seen in Sec. XI, the vertical velocity 
field w differs greatly, both quantitatively and qualitatively, 
from the vertical velocity field w produced by the fixed top 
model. With the boundary conditions being used, Eqs. (28.4) 
and (28.3) respectively, these changes in the vertical velocity 
field are directly fed into the pressure calculation. 

Summarizing, we have investigated a realistic physical 
upper boundary condition, Eq. (28.3), with both the fixed 
top and floating top models. Other investigators have en-
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countered highly unstable results with this boundary condi­
tion. Similarly, our fixed top model was unstable. However, 
the floating top model was well behaved. For this test case, 
we attributed this primarily to the fact that the floating top 
requires w in its equations, while for the fixed top w is the 
required quantity. 

XI. COMPARISON OF RESULTS OBTAINED 
WITH DIFFERENT UPPER BOUNDARY 
CONDITIONS 

In this paper two upper boundary conditions were de­
rived. The goal of this section is to study results obtained 
with these boundary conditions and to compare with other 
commonly used upper boundary conditions. The specific 
questions to be considered are the following: 

(1) Which boundary conditions are consistent with the 
requirement of existence of a quasi-steady-state limit? 

(2) Do results with these boundary conditions indicate 
convergence and stability? 

(3) What is the effect of the boundary conditions on the 
period of the wave, and do all solutions represent gravity 
waves? 

(4) Do the boundary conditions succeed in producing 
any damping of the wave motion? 

(5) Large differences can be seen between the results 
obtained with the boundary conditions derived in the paper. 
What accounts for these differences? 

(6) What is the effect of doubling the height of the re­
gion of computation? 

All calculations display the same qualitative features as 
discussed in Sec. VIII; a wave moves to the right and reflects 
to the left. These features will not be shown. Rather we will 
attempt to display those features that explain the effect of the 
various boundary conditions. 

Question (1) will be studied in detail in Sec. XII. There 
it will be shown that, of the boundary conditions considered, 
only Eqs. (28.4) and (28.5) satisfied the requirement for exis­
tence of a quasi-steady-state solution. The results for Eqs. 
(28.6) and (28.7) are inconclusive, but all cases for the fixed 
top, Eqs. (28.1)-(28.3), will be seen to diverge. 

We next consider Question (2). The criterion for con­
vergence and stability will be the same as that given in Sec. 
VIII. In all cases convergence, in the sense ofEq. (25.2), with 
the floating top was better than with the fixed top. The con­
vergence check for one case with the floating top is shown in 
Fig. 11. Here the boundary condition is Eq. (28.4), the con­
tinuous upper boundary condition. Figure 11 should be 
compared with the fixed top result given in Fig. 6. 

For the continuous boundary condition, temperature at 
the top changes very little; thus, the convergence test is not 
meaningful. For the other cases of the floating top tempera­
ture does change significantly at the top; in these cases con­
vergence for the temperature field was good (comparable to 
the velocity field). This is shown in Fig. 11 at t = 4000, where 
the data for T (t,0,L 2) is taken from the case of the discontinu-
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FIG. 11. Convergence check for top boundary condition given by Eq. (28.4). 

1= 2000 sec. 
P(I,O,O) P(t,L,O) T(t,O,L,) L1F2(0) Iw(t,O,L,) tfi(/,L ,/2,0) 

run 1 1020.201 1016.853 237.847 - 55.78 0.0535 HOW 
run 2 1021.596 1017.873 237.849 - 56.48 0.0606 3.2979 
run 3 1021.943 1018.198 237.850 -. 56.67 0.0634 -'.6239 
run 4 1022.026 1018.318 237.849 - 56.72 0.0647 3.7743 

.11 - 0.396 1.020 -0. 0.70 - 0.0071 - 0.6899 

.12 - 0.347 - 0.325 -0. 0.19 - 0.0028 0.3260 

.13 - 0.083 - 0.120 -0. 0.05 - 0.0013 - 0.1504 
.12/.11 - 0.249 0.319 0.27 0.39 0.4 725 
.13/.12 - 0.239 0.369 0.26 0.46 0.4(->13 

/ = 400 sec. 
P(t,O,O) P(t,L"O) T(I,O,L,) 

run I 1020.990 1015.312 
run 2 1022.175 1016.836 
run 3 1022.508 1017.447 
run 4 1022.609 1017.721 

.11 - 1.185 - 1.524 

.12 - 0.333 - 0.611 

.13 - 0.101 - 0.274 
L12!L11 0.281 0.401 
.13/.12 0.303 0.448 

ous boundary condition, Eq. (28,5). Also, in Fig. 11 we have 
added the quantity AFlx), which represents the movement 
of the top surface, in place of T (t,L[,L 2) of Fig, 6. 

Question (3) is concerned with a description of the wave 
motion itself. The period of oscillation was taken as the time 
at which a minimum "over-pressure" is achieved, as in Fig. 
5. Figure 12 tabulates the period of oscillation for the three 
fixed top cases and two floating top cases. We were particu­
larly interested in comparing the two boundary conditions 
derived in this paper, Eqs. (28.4) and (28.5), with the fixed 
top cases. As perhaps should be expected, the period de­
pends strongly on the boundary condition. In particular, the 
continuous and discontinuous boundary conditions show 
large differences. (Further results regarding physical appli­
cability of these boundary conditions will be discussed in a 
later paper.) 

The atmospheric scientist expects a test case such as 
this to generate a gravity wave, rather than a sound wave. It 

FIG. 12. Comparison of upper boundary conditions. 

Period of maximum 
Boundary oscillation watx = 0 
Condition (sec) (m/sec) 

Eq. (28.1): a = 0 4000. -0.28 
Eq. (28.2): a = .15 2640. - 0.20 
Eq. (28.3): a = 1. 1200. -0.10 
Eq. (28.4): con-
tinuous upper B.C. 1550. - 0.089 
Eq. (28.5): discon-
tinuous upper B.C. 2360. -0.11 
Eq. (28.6): hydro-
static at top 
(height doubled) 2280. -0.14 
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L1F2(0) u{I,O,L,) u(/,L.l2,0) 
235.717 - 21.73 - 0.0417 5.4742 
235.418 - 19.19 - 0.0460 7.412<) 
235.254 - 17.43 ··0.0480 8.5542 
235.167 - 16.41 - 0.0489 9.11105 

0.299 -- 2.54 0.0043 1.9387 
0.164 - 1.76 0.0020 - 1.1413 
0.87 - 1.02 0.0009 - 0.6063 
0.548 0.693 0.465 0.5R87 
0.530 0.570 0.45 0.5.112 

Eq. (28.5) 

is of interest to note that, based on the calculations them­
selves, it is difficult to make such a judgment. To determine 
whether or not the wave is in fact a gravity wave, the calcula­
tions were repeated with the value of g arbitrarily increased 
by a factor of 4: If the wave were a sound wave, the period 
should be relatively unaffected, while for a gravity wave the 
period should be increased by a factor of2 (Ref. 2, p. 25). The 
resulting periods were all increased by a factor of2, indicat­
ing that all solutions represent gravity waves. 

Question (4) is concerned with whether or not the 
mathematical model used here (namely), the inviscid equa­
tions with an assumed upper boundary condition), contains 
any such mechanism by which it might be possible to dam­
pen the flow to a steady-state. A primary parameter here is 
"over pressure", which represents for this problem the driv­
ing mechanism for the flow. Figure 10 displays over pressure 
dP, defined as the difference in pressure at the lower corner 
points, as a function of time. The case with a = 0 has such a 

time max maximum time max 
1(1 achieved U) atx = L, UI achieved 
(sec) (m/sec) (sec) 

1600. 0.37 1920 
1120. 0.22 1280 

560. 0.10 640. 

1200. 0.092 1200. 

200. 0.190 1600. 

1000. 0.148 1000. 
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long period that the calculation really does not reveal the 
oscillatory behavior of pressure. The case with a = 1 be­
comes unstable at t=2000. Thus, the three cases of interest 
are the continuous and discontinuous boundary conditions 
for the floating top and a=0.15 for the fixed top. 

Define a complete wave cycle time for this flow as the 
time required for the wave to travel to the right, reflect from 
the boundary x =LI> travel to the left, and begin to reflect 
from the boundary x = 0. One measure of the damping for 
this problem is the extent to which over pressure at the end of 
the cycle is decreased. These over pressures are tabulated 
below from Fig. 10. 

time=O 

a = 0.15, Eq. (28.2) 19. 
Continuous boundary condition, 19. 
Eq. (28.4) 
Discontinuous boundary condition, 19. 
Eq. (28.5) 

dP 
cycle time 

15.5 
15.2 

10.3 

It is clear that all produce some damping. The effect 
produced by Eqs. (28.2) and (28.4) are much alike (although 
the cycle times are far different). However, Eq. (28.5) pro­
duces more than twice as much damping in over pressure as 
the other cases. 

We now consider Question (5). We attempt to pick out 
those features which are particularly related to the differ­
ences in results. First, the qualitative and quantitative differ­
ences between wand ware shown in Fig. 13. Curve I shows a 
typical w curve at x = ° for a fixed top case. Curves II and III 
show typical w curves for the discontinuous and continuous 
boundary conditions. For the fixed top cases, the maximum 
value of w occurs at the top, while for the floating top cases 
the maximum value of tV occurs near the middle. This is 
important since for the floating top cases w is the pertinent 
quantity with respect to the boundary conditions: See Eq. 
(28) and (10). Also, the period of oscillation, as discussed 
earlier, varies greatly. Figure 12 tabulates the maxima for w 
and the time at which the maxima are achieved. One sees 
that for the floating top cases, Eqs. (28.4) and (28.5), there 

l. 

FIG. 13. {;j distribution for fixed x. 
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FIG. 14. (;j (m/sec) at z-lO km. 

seemed to be some correlation between the time of the period 
and the time of the maximum w; this was not so for the fixed 
top cases. One concludes from this that the floating top up­
per boundary conditions produce a much stronger coupling, 
between vertical velocity and the total flow, than the fixed 
top upper boundary conditions. 

Profiles of vertical velocity are shown in Fig. 14. This 
figure attempts to give an indication of how tV changes with 
time. The figure shows w at ; = 1 for three of the runs. In the 
previous discussion we defined the "period" of the oscilla­
tion and the "cycle time. Figure 14 shows that Eqs. (28.2) 
and (28.4) produce w;::::o at both the period and cycle time, 
while Eq. (28.5) produces w;::::o only at the cycle time. 

Next, Fig. 15 displays P (t,O,O). From Fig. 10 and 15 one 
sees that dP and P (t,O,O) are closely in phase for all cases, 
except for the discontinuous boundary conditions. 

For the continuous case Eq. (28.4), the effect of the term 
CIW T was very small for this test case. [The case ofEq. (28.7) 

--------~----

<liscontinuous B.C. 

FIG. 15. P(t,O,O). 
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FIG, 16. Discontinuous upper boundary condition [Eq, (28.5)]. 

which sets c l = 0 for the moving boundary, produced results 
that differed from Eq, (28.4) by only a few percent,] Thus, 
the pressure change at the bottom occurs not so much be­
cause of the pressure change at the top, but rather because 
the top pressure is imposed at the moving surface. In the case 
oftV<O, Eq. (28.5) is identical to Eq. (28.4). [Note in Fig. 15 
that the results for Eq. (28.4) and (28.5) are in good agree­
ment for the earlier part of the run.] But for tV> 0, which 
occurs at x = LI during the early part of the run, Eq. (28.5) 
adjusts the top pressure in much the same way as Eq. (28.6); 
that is, essentially pressure at the top is set at the pressure 
existing at that height at the initial time. Figure 16 further 
illustrates this point. Note that P (t,O,O) changes significantly 
when tV < 0, but much less so when tV> O. 

Summarizing, the floating top boundary condition be­
haves roughly in the following manner: 

(1) Equation (28.4) tends to maintain constant pressure 
at the moving surface. Thus, if tV> 0 at the top, in which case 
the top moves upward, then through an essentially hydro­
static integration pressure will be increased at the lower lev­
els. Similarly, if tV < 0, pressure will decrease at lower levels. 

(2) Equation (28.6) tends to adjust pressure at the top so 
that pressures at lower levels are unchanged. Thus, if tV > 0, 
pressure decreases at the top so that the following hydrostat­
ic integration downward can approximately leave the pres­
sure unchanged. 

(3) Equation (28.5) behaves as Eq. (28.4) for tV < 0 at the 
top and as Eq, (28.6) for tV > O. Thus, as shown in Fig. 16, for 
tV < 0 pressure tends to decrease at lower levels, while for 
tV> 0 pressure tends to remain constant at lower levels. 

Also note that the results for the continuous and dis­
continuous boundary conditions differed greatly in all as­
pects of the flow field. This is disappointing in the following 
sense. Equations (28.4) and (28.5) were derived on the basis 
of two "extreme" physical assumptions, one assumption be­
ing continuity of the flow and the other being discontinuity 
of the flow. One would then like to find features of the flow 
which are similar for the two cases; one could then conclude 
that these features are relatively independent of the upper 
boundary condition. 

Finally, we consider Question (6), the effect of doubling 
the height of the region of computation. This test case repre-
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sents another approach to the problem of the upper bound­
ary condition, namely to place the upper boundary so high 
that the primary flow occurs far below. For this test case the 
initial height is doubled from 10 km to 20 km. The input for 
o < Z < 10 km is as in the other cases. In the region 10 km 
<z<20 km, 8 varied linearly with slope 
d8Idz=0.5197X 10-4 m- I and was constant with x; 1T was 
integrated upward, hydrostatically, from 10 km, while the 
velocity was zero. The boundary condition used at the top 
was Eq. (28.6). This boundary condition allows a moving 
top, but adjusts pressure so as to remain at the hydrostatic 
pressure corresponding to its instantaneous position. 

Initially there was no pressure gradient above Z= 10 
km, Although this changed during the course of the calcula­
tion, relatively small horizontal velocities and gradients 
were generated in the vicinity ofz=20 km. However, be­
cause of the diagnostic equation for vertical velocity, large 
values for this variable will extend through the entire height 
of the region. The upper boundary condition, Eq. (28.6), is 
such that the effect on the pressure field, of this presumably 
unrealistic value ofw, is minimized. The question is whether 
such a procedure can negate the necessity of specifying a 
boundary condition at the top that is physically correlated 
with the actual flow field. (This is discussed further in Sec. 
XIII.) It was thought that the doubled height calculation 
would agree reasonably well with one of the other cases with 
an initial height of 10 km. In fact this did not occur. For 
example, Fig. 17 compares horizontal velocity for the dou­
bled height case. There seems to be good correlation between 
the doubled height case and two of the other cases (a = 0.15 
and the discontinuous boundary condition). On the other 
hand, over pressure at the cycle time 4450 [see question (4)] 
was dP= 13.7; this aggees with none of the other cases. 

Also, it did not appear that the test case was successful 
in achieving a flow in which the solution in the lower region 
remained independent of the flow generated in the upper 
region. There seem to be several reasons for this: 

(a) For the case of the doubled height, one must still 
specify an upper boundary condition. Equation (28.6) is in­
tended to minimize the effect of "extraneous" calculations 
near z = 20 km. However, as will be discussed in Sec. XIII, 
effects occurring at the top still propagate down, and signifi­
cantly affect the solution in the lower 10 km. 

discon tinllOllS B.C. 

i 
C':'liBLc.O HEIGHT 

'iOu IO(~( 1~'c:O X?iO 2~CO 3C00- J',O() 4c'6() - -4 ~:;o ~c6o,-' 

T!.V,E.,So:. : 

FIG 17. u(/,L, /2,0). 
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(b) The test cases indicate that it is apparently impos~i­
ble to specify an internally derived upper bounda~ condl­
tion in a region of relatively undisturbed flow. (In thls regard 
the discussion of Sec. XIII is very relevant.) That is, the 
boundary condition wou1d need to be independent of the 
local calculation of the flow variables (say, for example, 
specified independently as a function of time). More work 
needs to be done on this aspect of the problem, but at the 
moment it does not appear to be promising. 

XII. THE EXISTENCE OF A STEADY STATE 
SOLUTION TO THE QUASISTEADY EQUATIONS 

In Sec. II we discussed the thought that, for mathemat­
ical consistency, the solution to the quasisteady equations 
should be the steady-state limit of the time-dependent equa­
tions. We consider this to be a very important requirement. 
Thus, the following criterion is adopted as a necessary condi­
tion for mathematical justification of the quasisteady 
assumption: 

The solution of the quasi-steady equations, in conjunc­
tion with an imposed upper boundary condition, is the 
steady-state limit of the time-dependent equations. 

(29) 
The test on criterion (29) was made as follows. For a 

fixed x and t and for fixed ii and e fields, the time-dependent 
1T' and wequations, given by Eqs. (8.2), were integrat~d to see 
if a steady-state solution would be achieved. Since [wi < CS' 

one boundary condition is needed at each boundary. At; = 0 
this was w=O and at;= 1 each of the seven cases given by 
Eq. (28) was tested. The equations were differenced by the 
same technique as discussed in Sec. VII. One characteristic 
equation is used, in conjunction with the above boundary 
conditions, at ;=0 and at;= 1. (Details of this calculation 
will not be given. However, it is a somewhat difficult one, 
particularly because of the occurrence of various arithmetic 
problems.) 

The problem discussed in Sec. VII was run until time 
t= 800 sec., at which point the time-dependent equations for 
1T' and w were solved. Figure 18 shows results for the fixed 
top. Behavior, in terms of convergence to a steady-state, was 
similar for cases (28.1), (28.2), and (28.3), and only case 
(28.1) is shown. Also, to isolate the effect of the moving 

FIG. 18. Quasi-steady-state for fixed top: iE, at t = I. 
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FIG. 19. Quasi-steady-state for the floating top: iE, at t = 1. 

boundary from the boundary condition itself, we ran an­
other test case in which the boundary condition Eq. (28.4) 
was used with a fixed top (that is'/zT = 0). This case is la­
beled as Eq. (28.4)*. It seems clear that case (28.1) is not 
converging to a steady-state. In fact, it appears to be slowly 
diverging. On the other hand, Eq. (28.4)* does converge. 
Also, the final steady-state value achieved is the correct val­
ue, in that it agrees with the value obtained by the use of the 
diagnostic equations themselves. 

Another aspect of this problem, not yet investigated, is 
the time required to achieve steady state. The time required 
for Eq. (28.4)* to converge is about 150 sec., while the actual 
time step used in the numerical calculation was 80 sec. For 
the moment this "discrepancy" is assumed not to be signifi­
cant. The equations are in fact perturbation equations, and 
the calculation clearly begins with incorrect data. That is, 
data is given only at time t and time t + ..:it, whereas the 
correct problem would have all intermediate data. If the 
steady-state solution is "stable," this type of error should not 
destroy the convergence but obviously would distort the ap­
proach to steady state. Note that the solution shown in Fig. 
18 for Eq. (28.4)* begins by moving in the wrong direction. 

Figure 19 shows results for the four cases with the float­
ing top. The cases corresponding to the continuous and dis­
continuous boundary conditions, Eq. (28.4) and (28.5), con­
verge smoothly. Conclusions for Eqs. (28.6) and (28.7) are 
not so clear. At best one might argue that the oscillations 
appear to be decreasing in magnitude, as opposed to .the ~s­
cillation shown in Fig. 18, and that the results are oscillatmg 
about the correct steady-state value. 

It is also interesting to note that the solutions generated 
by Eqs. (28.4) and (28.7) differed by only a few percent (see 
Sec. XI). Yet in terms of criterion (29) there is a clear differ­
encein behavior, in favorofEq. (28.4). As noted at the end of 
Sec. III, this might well be related to the problem of reflec­
tive behavior at the upper boundary. 

Summarizing, Eqs. (28.4)*, (28.4), and (28.5) satisfy 
criterion (29). Equations (28.1), (28.2), and (28.3) do not 
satisfy criterion (29). Results of Eqs. (28.6) and (28.7) are as 
yet inconclusive. In particular, the two boundary conditions 
derived in this paper, Eqs. (28.4) and (28.5), satisfy the 
criterion. 
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XIII. THE SCALE ASSUMPTION AND THE TIME 
DEPENDENCE EXPRESSED BY UPPER 
BOUNDARY CONDITIONS 

Equations (I) are well understood, both physically and 
mathematically. For example, problems at outflow points 
are recognized to be physical in nature (one simply does not 
know the information required by the equations). However, 
with the introduction of quasisteady equations, or with any 
of the existing models discussed in Sec. II, this lack of ambi­
guity is no longer present. In particular, one is no longer 
certain that problems occurring at the upper boundary are 
not due to the additional mathematical assumptions inher­
ent in the derivation. In this section, two simple problems 
will be solved with the quasisteady equations and a given 
upper boundary condition. It will be clear that the solutions 
obtained are clearly invalid from a physical point of view. 
This then provides an opportunity to assess the validity of 
the assumptions involved. 

For the first example take the case of a one-dimensional 
horizontal flow in which the gravitational force is zero. 
(Thus, the analytic solution contains no vertical gradients.) 
Suppose, however, that one chooses to solve the problem in a 
region O<x<L, O<z<h. Suppose further that assumption (2) 
is valid, so that the quasisteady analysis also holds. The 
quasisteady version of the hydrostatic equation would be 
o1Tloz = 0, which is valid equation for this case. The quasi­
steady equation for w would presumably yield nonzero val­
ues at the top. Since the actual solution has w 0, it is clear 
that the calculated value has no physical significance. Con­
sequently, the value of 1T at; = I, calculated by any of the 
cases in Eq. (28), can have no physical significance. 

It is the author's opinion that in this problem the diffi­
culty lies with the upper boundary condition, rather than 
with the quasisteady equations. As already noted, quasi­
steady, or diagnostic equations, contain no direct time-depen­
dence, the implication being that if correct time-dependence 
is given at any level, then it is known to desired accuracy at 
all levels. In the above example, correct time-dependence for 
1T has not been specified. Note that for the case of the con­
tinuous upper boundary condition, given by Eq. (15), as­
sumption (14.3) is not valid for this problem. Also, in regard 
to Eq. (21), any discontinuity produced in a real fluid by the 
calculated w would form essentially at z=O, and thus Eq. 
(21) cannot be applied at an arbitrary height. 

To do this problem, one could choose boundary condi­
tions as follows: At some level, say z=O, assume one-dimen­
sional horizontal flow (that is, assume symmetry about 
z=O), and obtain 1T from the corresponding time-dependent 
one-dimensional equations. Then let w=O atz=h. The diag­
nostic equations will propagate wand 1T vertically. A nonze­
ro value of w may be calculated below z=h, but a valid ap­
proximation to the solution will still be obtained. 

In the second example, the lower boundary moves 
through a stationary fluid, in which w=O is maintained at 
; = O.j;(t, 17) varied slowly from a value of zero at time zero to 
the final distribution, at time 1000, shown in Fig. 20. Bound­
ary and initial conditions were as given by Eqs. (22), except 
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FIG. 20. Moving lower boundary. 

thatf(x,z) - O. This is simply a movement of the coordinate 
system and stationary flow should be maintained. For 
a < t < 1000, the nonzero values of oj;1 at produce nonzero 
values ofw. This coupled with the continuous boundary con­
dition, Eq. (28.4), produces a distribution for ii as shown in 
Fig. 20. Clearly, the solution has no physical relevance. 

One explanation, for the poor results obtained in the 
calculations, might be that again, as in the first example, 
correct time-dependence has not been specified for 1T at any 
point. This was shown to be false by repeating the calcula­
tion with Eq. (28.6); this assumes that 1T remains at its hydro­
static value at;= 1. The results shown in Fig. 20 are much 
better for Eq. (28.6), but overall the calculation is still not 
satisfactory. 

It is the author's opinion that the difficulty in this prob­
lem lies with assumption (2) and not with the upper bound­
ary conditions. More precisely, the assumption that h < L is 
actually not true. For, referring to Fig. 20, the drop in the 
curve for the lower surface occurs essentially over a distance 
of approximately 50 km. Thus, in terms of assumption (2) 
one should consider h = 10 km, and L = 50 km. 

Summarizing, we have conSidered two examples in this 
section. The first showed that none of the boundary condi­
tions considered in this paper could provide the correct time­
dependence required by the diagnostic equations. The sec­
ond example showed that violation of assumption (2), as 
would occur if one used the quasisteady equations over a 
steep mountain range, can lead to erroneous results. 

XIV. SUMMARY 

Atmospheric scientists have found that the inviscid, 
time-dependent equations are extremely difficult to use in 
regard to large-scale atmospheric flow. Various sets of 
"primitive" equations have been proposed for the purpose of 
alleviating the problems. These models have been reasonably 
successful, but there remain various unresolved inconsisten­
cies, particularly in regard to boundary conditions. 

The purpose of this paper was to obtain a model which, 
(1) would be suitable for large-scale atmospheric flow, and 
(2) would be consistent with well-defined realistic physical 
and mathematical assumptions. The basic features of the 
analysis were, (1) quasisteady state phenomena, and (2) a 
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slowly floating upper boundary. The floating upper bound­
ary reduces the situation at the upper boundary to a more 
tractible mathematical form. A model, which we have called 
the quasisteady primitive equations, was derived on the basis 
of a specific scale assumption. In addition, two upper bound­
ary conditions were derived. The first is based on the as­
sumption of continuity at the upper boundary between the 
solution obtained using the quasisteady equations and the 
solution given by the full equations above. The second upper 
boundary condition assumes a discontinuity, caused by a 
positive vertical velocity at the upper boundary. 

The above derivations thus provide two specific crite­
rion for assessing the validity of the quasisteady approxima­
tions. The first is the validity of assumption (2), namely the 
physical assumption regarding the time and length scales of 
the problem. The second, criterion (29), is the mathematical 
restriction that the solution of the quasisteady equations be 
the steady-state limit of the time-dependent equations. 

A major philosophical difference between the quasi­
steady model and other existing models is the following: 
With the quasisteady model it is required that direct contact 
be maintained with the original time-dependent problem 
upon which the analysis was based; this contact is not re­
quired of the other models. Several examples, involving sim­
plified mathematical models, were discussed in Sec. III for 
the purpose of (1) clarifying the use of quasisteady analysis, 
and (2) emphasizing the importance of this contact with the 
original time-dependent problem. 

A specific physical problem was defined. This problem 
is not directly of interest to atmospheric scientists, namely 
because it used a zero horizontal velocity at the lateral 
boundaries. However, the problem does involve scales and 
magnitudes which are comparable to those encountered in 
large-scale atmospheric flow. Numerical solutions were ob­
tained through use of a first order numerical method. Solu­
tions to this test problem were obtained with several math­
ematical models and with a variety of upper boundary 
conditions. 

Specific conclusions to our study are as follows: 

(1) By comparing the results of a sequence of numerical 
computations, it was shown that the calculations seemed to 
be convergent and stable. However, the fixed top case dis­
played some difficulty at the upper boundary. Overall the 
floating top cases showed faster convergence than the fixed 
top cases. 

(2) For the case of fixed pressure at the fixed top, the 
quasisteady model was compared with Kreitzberg's hydro­
static model. As was expected, the results were reasonably 
close, with differences in the diagnostic equations becoming 
more significant as the calculations proceeded in time. 

(3) The differences between the fixed and floating top 
models were analyzed. A particularly significant difference 
is the fact that w is required in the fixed top model, while IV is 
the required variable in the floating top model. It was found 
that a much stronger coupling, between pressure and verti­
cal velocity, existed for the floating top model than for the 
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fixed top. This may explain, at least in part, the dramatic 
advantage of the floating top that was demonstrated by the 
following calculation: 

Eq. (28.3) is a physically realistic upper boundary con­
dition, but has been found by other investigators to lead to 
unstable solutions. When used with the fixed top. our calcu­
lations displayed the same phenomenon. However, the float­
ing top analogue ofEq. (28.3), namely Eq. (28.4), produced 
stable and physically reasonable results. 

(4) Over pressure was taken as a reasonable criterion by 
which one could judge the damping effect produced by the 
model. This parameter showed that the discontinuous upper 
boundary condition produced much more damping than any 
other upper boundary condition that was investigated. 

(5) One possible procedure for alleviating the problem 
of the upper boundary is to place the upper boundary far 
above the region of disturbed flow. This procedure was in­
vestigated. The results of the calculation indicated that this 
approach is probably not a fruitful one, in that it does not 
appear possible to remove the necessity of specifying phys­
ically meaningful upper boundary conditions. 

(6) Criterion (29) was tested for all upper boundary 
conditions considered. The solution of the quasisteady equa­
tions, in conjunction with either of the two upper boundary 
conditions derived in the paper, was shown to be the steady­
state limit of the time-dependent equations. Other common­
ly used upper boundary conditions did not satisfy the 
criterion. 

(7) The scale assumption, assumption (2) was shown to 
be of critical importance. 

(8) Several simple problems were presented, for which 
the quasisteady equations did not give adequate solutions. 
These examples demonstrated the importance of the scale 
assumption and of the philosophy of maintaining contact 
with the original time-dependent problem. 
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A general method is given for obtaining Clebsch-Gordan coefficients for finite groups, by considering the 
columns of the Clebsch-Gordan matrices as G -adapted vectors and by identifying the multiplicity index 
as special column indices of the Kronecker product. The matrix representations are assumed to be 
projective ones, however not necessarily belonging to equivalent factor systems. 

INTRODUCTION 

An important application of group theory to physics is 
the problem of decomposing a Kronecker product of irredu­
cible representations into the direct sum of its irreducible 
constituents. In order to be as general as possible, we shall 
consider different sets of projective unitary irreducible ma­
trix representations (unirreps) of a given finite group G. 
These representations, however, do not belong necessarily to 
equivalent standard factor systems. 1-4 The reason for investi­
gating this rather complicated situation is, that just for space 
group representations, which we want to consider in the fol­
lowing papers, such cases may occur. 

Instead of considering in more detail several meth­
odss- '4 which have been used until now to actually calculate 
Clebsch-Gordan coefficients CG coefficients) for a given 
group, we reexamine the defining equation for CC coeffi­
cients. In doing so we rewrite this equation in such a way that 
the columns of the CG matrices can be considered as G­
adapted complex vectors, i.e., vectors transforming accord­
ing to the corresponding projective unirrep. Therefore, these 
G-adapted vectors can be determined by the usual projection 
formalism. I

5-J7 This implies that difficulties which may arise 
in this approach can only concern the multiplicity problem. 
This problem appears immediately, if a unirrep is contained 
more than once into the Kronecker product. In order to 
resolve this problem, we investigate conditions which allow 
one to identify the multiplicity index with special column 
indices of the Kronecker product. For this purpose we con­
sider a set of special vectors. Finally we mention that the 
present method can be easily transferred to compact con­
tinuous groups. 

The material is organized as follows: In Sec. I we sum­
marize the properties of projective unirreps and state the 
problem of determining CG coefficients for a finite group G. 
In Sec. II we reformulate the theory in such a way that the 
columns of the CG matrices can be considered as G-adapted 
vectors. Their explicit construction is carried out by the usu­
al projection formalism. Concerning the multiplicity index, 
we derive conditions which guarantee whether special col­
umn indices of the Kronecker product can be chosen as a 
multiplicity index. In so doing we obtain by means of simple 
formulas the CG matrices quite generally. 

I. CLEBSCH-GORDAN COEFFICIENTS: 
STATEMENT OF THE GENERAL PROBLEM 

In order to be able to state the problem of how CG 

matrices can be determined systematically, we have to make 
several assumptions. First of all we assume for the sake of 
simplicity that G is a finite group of order I G I, since the 
generalization of the described method to compact continu­
ous groups is obvious. Concerning the representations we 
want to be as general as possible and consider projective 
representations. In this connection we assume that for G two 
different complete sets of projective unirreps are known, 
which belong to not necessarily equivalent standard factor 
systems Rand S. (A situation which may occur just for non­
symmorphic space groups.) 

oa: = [oa(X):XEG J, 

of3: = [0f3(X):XEG J, 

(1.1) 

(1.2) 

Thereby 0 a (0 f3'y denotes na (nf3 )-dimensional projective 
matrix unirreps of G belonging to the standard factor system 
R (S);AG(R )(AG(s» denotes the set of all equivalencedasses 
ofG with respect toR (S). The matrix elements of the corre­
sponding projective unirreps must satisfy the following 
equations: 

n" I O;/s)O~iY) = R (x,y)O;ixy) for all X,YEG, (1.3) 
r= I 

_1_ I O;q *(x) o;~, (x) = na- I Daa' Dpp' Dqq" (1.4) 
IG I XEG 

Ina O;/(x) O;q(y) = IG I Dx •y , (1.5) 
apq 

respectively, 

n/I 

I ot;,(x) ~(y) = S(x,y) ~(xy), (1.6) 
(== I 

1 "JI)fJ*( re' - I TGT x7:& rs x) rs' (x) = nf3 0/313' Orr' Dss" (1.7) 

I n/3O-;,*(x) ~,(y) = I G I Dx,y- (1.8) 
/3rs 

It is well known that CG matrices are special subduc­
tion matrices, where the supergroup is the direct product 
group G X G and the subgroup the Kronecker product 
G [x ]G, which is isomorphic to G. Provided that the complete 
sets (I. 1) and (1.2) of projective matrix unirreps are known, 
those for G X G follow immediately by 

Oaf3: = [oaf3 (x,y): = OU(x) ® o!3(y): X,YEG J, 

aEAG(R)' {3EA G(S)' 

(1.9) 
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which, however, belong to the standard factor system 

Q«x,y),(x',y'» = R (x,x')S(y,y'), 

and whose matrix elements take the form 

D;~qlx,y): = D;ix)~sCY), 

p,q = 1,2, .. ,na , r,s = 1,2, ... ,np. 

(1.10) 

(1.11 ) 

Now we are in the position to give a preliminary version of 
the "subduction problem" in terms of the formula 

DaPtG [x]G~ I EllmaP;))Y, (1.12) 
yEAU(f<S) 

where the projective matrix unirreps DY of G must belong to 
the factor system 

T(x,y): = Q «x,x),(y,y» = R (x,y)S (x,y), (1.l3) 

DY(x)DY(y) = T(x,y)DY(xy), yEAG(RS) = AG(T)' 

(1.l4) 

Thereby we have to note that the factor system T = RS is, 
however, in general not equivalent to R, respectively S. The 
quantities map;y are called "multiplicities" and give infor­
mation regarding how many times the projective unirrep 
D Y; yEAG(RS) is contained in the reducible representation 
D ap tG [x]G. These multiplicies can be calculated by means 
of the character formula 3 

where the characters are given by the traces of the corre­
sponding matrices. Thereby it should be noted that in case 
we change our factor systems R, S, and Tby trivial ones the 
corresponding unimodular factors must appear in the equiv­
alent version of (1.15). The following equation, 

na np = I ma(3;y ny, 
YU(;(u':» 

(1.16) 

is the trivial consequence of (1.12), but nevertheless impor­
tant when checking the multiplicity formula. 

As usual we define the CG matrices, for every pair a,{3 
by 

c " DaP(x)c aP = ap I Ell ma(3;yDY(x) 
]'E-A(, (I~." I 

for all xEG, 

where we have introduced the notation 

DaP(x): = Da(3(x,x), 

(1.17) 

(1.18) 

D;~qs(x): = D;q(x)D';.(x). (1.19) 

Thereby we remark that the CG matrices caP are assumed 
to be unitary which, however, implies no loss of generality. 
Equation (1.17) written down in more detail reads 

flu no 

I I C;~;wk D;~qix) c~~yiv! 
p,q = I r,s ~ I 

= Oyy Oww' Drl(X), (1.20) 

for all XEG and w = 1,2,oo.,ma (J;Y-

Sometimes a more convenient form of the CG coefficients is 
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used in the following 

(
a (31 y 
p r k 

w). _ ap 
. - C pr;ywk' 

p= 1,2,oo.,n", r= 1,2,oo.,np yEAG(RS)' (1.21) 

w = 1,2,oo.,m"p;y' k = 1,2,oo.,ny • 

Hereafter we call the index w a "multiplicity index." Of 
course, we can imagine that the main difficulties arise from 
the multiplicities, if we want to determine explicitly the CG 
coefficients. By utilizing the unitarity of the CG matrices 
C a(3 Eq. (1.20) can be rewritten as follows: 

= i DL(x)C;~ywk for all XEG and 
k~1 

w = 1,2,oo.,map;y, (1.22) 

which is, of course, an equivalent form of Eq. (1.20). Equa­
tion (1.22) represents for a fixed pair a,{3 a system oflinear 
equations for the unknown CG coefficients, which is some­
times used as method of their determination. Using once 
more the unitarity of C a(3 and the orthogonality relation for 
the matrix elements of the projective unirreps D Y [compare 
(1.4), (I.7) respectively], we obtain 

_ tn,,(J.), afJ .u/3 - I C pr.ywk C qs;ywl' 
w=l 

(1.23) 

which is also used to actually calculate the CG coeffi­
cients. 6

-
12 Equation (I.23) has, however, the unpleasant fea­

ture that the multiplicity index w does not occur on the left­
hand side. Consequently, the summation about all group ele­
ments of G on the left-hand side of (1.23) must imply a loss of 
information in contrast to (1.20) or (1.22). Finally we men­
tion that all formulas can be easily transferred to ordinary 
vector representations. 

II. REFORMULATION OF THE THEORY 

Instead of investigating Eq. (1.23) in more detail we 
start once again with Eq. (I.22) in order to gain more insight 
into the problem of how the multiplicity index w could be 
determined more systematically. To be more concerete, we 
reinterpret Eq. (1.22) in the following way: We collect the 

nanfl matrix.:lements C;~y"'k for fixed y, w, and k to a col­
umn vector C~(3;yw whose components 

5 ""'ca/3; yw J . - C a/3 
I k pro - pr.ywk, 

p = 1,2,oo.,na , r = 1,2,oo.,np 
(11.1) 

are just the CG coefficients. Obviously the complex vectors 
C7(3;YW can be seen as elements of a nanp-dimensional com­
plex Euclidean space f/'a(3 with the usual scalar product 

~ --+ n" no --+ --+ 

<A,B): = I I A;r Bpr for all,A,BEJ·aP. (11.2) 
p~ I r~ I 
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Consequently, Eq. (1.22) turns out to be 

J1)a /J(x) C~8;YW = ± J1)rk(X)C,8;Yw 
1= 1 

for all xEG, 
yEAG(RS)' w = 1,2, ... ,ma B;Y' k = 1,2, ... ,ny' (II.3) 

which suggests, together with the unitarity 

<-->Ca f3;YW ->ca/J;yuJ > - <5 <5 <5 (1l.4) 
k ' 1 - yy ww' kb 

how the mUltiplicity index w can be determined. First of all 
let us mention that the vectors C~f3;YW are, due to (II.3), G­
adapted vectors, i.e., vectors which transform according to 
projective unirreps of G belonging to the standard factor 
system T = RS. 

In order to be able to determine more systematically the 
multiplicity index w, we introduce, by means of 

AaB(G): = {_l_ 2: F (x) J1)af3(X):F(X)EC}, (11.5) 
IG I XEG 

n an/J-dimensionaI projective representations of the group al­
gebra A( G). 18.19 Therefore, the matrices 

(II.6) 
yEAO(RS)' k,f = 1,2, ... ,nY' 

are a representation of the units of the group algebra A( G). 
Thereby we have to note, if ma (3;)" = 0 for a given y'EAO(RS) 

then the corresponding matrices E~7;Y; k,l = 1,2, ... ,nr, are 
identically zero. In the following we summarize the well­
known properties of the matrices (II.6) which are different 
from the zero matrix: 

f lEa{3;rJ + - lEa (3;y 
kl - Ik ' 

lEG(3;v lEaf3;)/ _.. s: lEaf3;v 
kl U' - uvr' Ulk' kl', 

oa(3 (x)lE'kf;Y = 1: O~ (x)lEfl(3;Y, 
j= 1 

(II. 7) 

(11.8) 

(IL9) 

1 = 2: E~fY. (11.10) 
y,k 

1 denotes the unit operator of 'p'·a(3. 

As a consequence of the transformation law (II.3) we 
obtain 

lE"'/J;Y Ca (3;YW - D D Ca/J;Vw 
jk I - vI" kl j , 

W = 1,2, ... ,ma(3;Y' 
(II.lI) 

which suggests how the multiplicity index w can be deter­
mined in principle. The procedure must be as follows. We 
construct by means of the projection operator E~~;V (for a 
given yEAG(RS) and an appropriated chosen index a) ma[);)'­

dimensional subs paces of ')V a f3: 

(11.12) 

d ' "v"a/J'Y ,~A (II 13) 1m/' a • = maf3;Y' YcnG(RS)' • 

whose dimension must be independent from the chosen in­
dex a. In this connection it should be noted that a clever 
choice of the index a (depending of course on the explicit 
structure of the projective unirrep 01') can greatly simplify 
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the calculation of the CG coefficients, for example the space 
group CG coefficients. Now it is obvious that any orthonor­
mal basis of r~B;Y, 

l--za/J;Yw·w - 12m J a . - , , ... , a/3;y' (11.14) 

~Z,,(3 . - (za{3; yw 1 
pr;ywa' - (a pT' (11.15) 

p = I,2, ... ,n". r = I,2, ... ,n/J' 

<~za/3:Y"'Z"/3;YlL"> = D ' 
(J 'a WW' 

(II. 16) 

already represents a part of the desired columns of the CG 
matrices where the other columns must be constructed by 
means of 

Z,,/3;yU', = v a /3;)-;-'Z,,[3:YIL' 
J.. • JUka (l , 

k = 1,2, ... ,n)" w = 1,2, ... ,m,,/3;y' 
(II. 17) 

so that 

(II. 18) 

(II. 19) 

and therefore 

pr,qs 

for all XEG (11.20) 

is satisfied. The proof of (11.20) is trivial. Obviously the main 
problem of this procedure consists in determining for each 
subspace 7'~fI;)' (fEAG(RS)' a = fixed) of 'po ,,/3 an orthonor­
mal basis. This can be done in any way by Schmidt's proce­
dure. [In this connection we remark that the remaining col­
umns of the CG matrices must be defined in any case by 
(II. I 7); otherwise, (11.20) cannot be satisfied.] 

Instead of applying Schmidt's procedure we consider in 
more detail the m,,(l;y-dimensional subspaces :l"~/3;y of '1 .,,{3, 

where it is assumed that for every yEAG(RS) the index a is 
appropriately chosen. In order to obtain a (not necessarily 
orthogonal or normalized) basis for T~{3;y, it suffices to ap­
ply the projection operator lE~;~;)' to each element of the orth­
onormalized basis 

(Bqs: q = 1,2, ... ,n,,; s = 1,2, ... ,11/31. 

(Bq,jpr = Dp<fn 

of 'P',,{3. This yields the following nan" vectors: 

--Bu /3;Y(QSl. = lG'a{3;y Ii 
a • H2.t aa q.<;' 

q = 1,2, ... ,no' s = 1,2, ... ,II(l 

B a{3 = (B,,{3:y(q,) I 
pr;r(qs)a (a pr 

(II.21) 

(II. 22) 

(II.23) 

(U.24) 

First of all we realize that exactly maP;Y linearly independent 
vectors of the type (11.23) must exist. In order to find out 
what vectors of the type (l1.23) are different from the zero 
vector and which are linearly independent, we investigate 
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the norm square 

IfB~/3;y(qS)W: = <"B~/3;y(qS),B~p;y(qS» 

n 
= -1' L O~ix) ~(x) O;a*(X), (II.25) 

IG I XEG 

and furthermore the scalar product of any two such vectors 

<Ba/3;y(pr) BaP;y(qs)> = <B BaP;y(qs» 
a 'a p'" a 

n 
= -1' LO;q(x)~/x) O~a*(x). (II.26) 

IG I XEG 

Equations (II.25) and (II.26) are already [together with 
(11.17)] the key equations for our approach to fix the multi­
plicity index w. Namely what we want to do is to identify the 
multiplicity index w (if possible) with special values of the 
column indices of the representation 0 a/3. 

In doing so we start with a vector B~fI;y(qs) whose norm 

exists. This implies that 

c a /3;)'W = (qsl. = IIBU /3;y( qsJII-' Ba/3;y(qS) 
a . (j a' 

r C a /3;1'''' = (qs) I = IIBa /3;y(qS)II-' B a{3 t a pr a pr;y(qs)a 

(II. 27) 

(II.28) 

is already one of the desired columns of the CG matrix. Now 
if we can find, by means of (11.26), a further vector B~/3;y(qY) 
E~V~{3;1' with (qs)=;I=-(qs') whose norm exists and which is 
orthogonal to the original one. i.e., 

<Ba{3;y(qS) Ba/3;y(qy) > = 0 
a 'a , (Il.29) 

then we will have found a further column of the CG matrix 
by means of 

C a/3;1'W = (q5'). = IIBa /3;y(q5') 11-'Ba/3;y(qs') 
a . a a' (11.30) 

since 
--. /3 )-> , 

<Ca ;1'w = (qs Ca{3;1'w = (qs) > - 0 
a , a - (q5).(q';')· (II.3l) 

Proceeding in the same way as before, we obtain a set of 
pairwise orthogonal vectors 

r---+Ba/3;y(q, .1',). = 1 2 - 1 (U.32) t a . V , , ... ,ma{3;1' 

which are already the desired columns of C L
(3, if (II.27) has 

already been taken into account. In case we find only m a /3;1' 

orthogonal vectors at which 

(11.33) 

we have to apply, for the remaining ma(J;y - m a/3;1' vectors, 
Schmidt's procedure in order to obtain the complete CG 
matrix. If, however, 

(11.34) 

the multiplicity index can be explained completely by special 
values of the column indices of the matrix oa{3, i.e .• 

(11.35) 

Summarizing the results for maf3;y = ma(J;y' we write 
down the matrix elements of C'f3 in a more comprehensive 
form, 

ca(J = fCaf3;YWc~(q,S,)] 
pr,yw = (q, s,)a ! a pr 
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x L O;q,(y) ot;,(y) lD~a *(Y), 
YEG 

V = 1,2, ... ,maf3;), p = 1,2, ... ,na , 

r = 1,2, ... ,n(1. (11.36) 

Pairwise orthogonality can be expressed in terms of 

C'qx(1, ."tv = (q S )u = O"v' (~ ~ lDq
a q (x) ~ ,(x) lD~a *(X»)1/2, ,,,, " IGI~" ", 

v,v' = },2 .... ,ma(1;)', (II.37) 

or in the complete equivalent form 

L 0;, q, (x) ~ s, (x) lD~a *(x) = Oqv=;I=-v'. (11.38) 
XEG 

Conversely, the problem is now to find m a (3;Y special column 
indices of[}'x(1 such that (II.38) is satisfied. However, we 
must confess that the problem of finding such a set of indices 
seems to be an art at this stage of development rather than a 
science. Whether this task is actually solvable, respectively 
easy, or not cannot be estimated for the general case, but it is 
obvious that the explicit form of llJ)a{3.! G [x]G of the unirreps 
llJ)Y (yEA G (RS» of G and the chosen value for the index a will 
play an essential role. In anticipation of the following we 
shall show that in the case of space group CG coefficients the 
task of identifying the multiplicity index w with special col­
umn indices of the Kronecker product can be solved system­
atically for all cases, because of the special structure of the 
space group unirreps. 

Presupposing that a set of column indices (U.35) is 
found, such that (11.37) is satisfied, the remaining columns 
of the CG matrix must be calculated by means of (II.17). 

c a/3. = fC,,/3;yw= (q,.s')] 
pr,)'w·= (q, s,)j' ! J pr 

= I ny {~JIJ>f!q q (x) ~ ,(x) lD;;a * (x) } 112 

\j IGI fEG" " 

x L llJ);q,(y) ~,(y) lD!a*(Y), 
YEG 

v = 1,2, ... ,matl;y, j = 1,2, ... ,n y' 

p= 1.2 .... ,nu , r= 1,2, ... ,n(3' 

These quantities satisfy 

lDa/3(x)c~/3;yw=(q,,)= :± or/(x)C~f3;yw=(q,S,), 
1.=1 

<--'C"f3;YW = (q,. s,.) ---+c,,(1;r1J.J = ( g,. s,.» = 8 ' ,0 
j , , yy uv )1' 

R. Dirl 
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L c ;~w = (q, s..)j D;~qix) c ~~yiu = ( q"s,.)i 
pr,qs 

= Dyr' Dvv' D!t(x) for all xEG, (11.42) 

which can be proven directly with the aid ofEqs. (1.3), (1.6), 
and a corresponding equation for D y. The simplification to 
ordinary vector representations is obvious. 

Finally we have to note that the difficult problem re­
mains in general unsolved, whether we can always trace back 
the multiplicity index w to special column indices of the cor­
responding Kronecker product, i.e., whether we can find 
just m a {3;y vectors satisfying the orthogonality condition 
(11.38). For the general case (11.35) we must apply Schmidt's 
procedure in order to determine the remaining orthogonal 
vectors. The construction of the other columns of the CG 
matrix itself has to be carried out in any way by Eq. (11.17). 

CONCLUDING REMARKS 

In the preceding sections we have demonstrated a gen­
eral method for Obtaining CG coefficients for a finite group 
and where in particular the multiplicity problem is resolved 
to the task of finding pairwise orthogonal vectors, so that 
special column indices of the Kronecker product can be cho­
sen as a multiplicity index. Whether any multiplicity prob­
lem can be solved in this manner cannot be answered for the 
general case. However, when applying the present method to 
determine space group CG coefficients we shall show that 
for all cases we can derive simple defining equations. 
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Multiplicities for space group representations 
R.Dirl 

Institut fur Theoretische Physik, TV Wien, A·I040 Wien, Karlsplatz /3, Austria 
(Received 28 December 1977) 

The multiplicity formula for nonsymmorphic space group IS>res~ntations is reinvestigated by using 
explicitly projective representations for the little cogroups P q=G q/ T. Thereby useful identities and 
relations concerning the wave vector selection rules are derived for various cases which may occur for the 
elements of the Brillouin zone. These relations allow for nearly all cases a closed expression for the 
mUltiplicity without reference to a special space group. 

INTRODUCTION 

It is well known that a systematic calculation of CG 
coefficients for a given group presupposes in some way the 
explicit knowledge of the corresponding multiplicities. Since 
we want to determine space group CG coefficients by means 
of the proposed method, I we have to consider the multiplic­
ity formula for space group representations. This formula 
gives first information for the theory of selection rules in 
crystals. 

Instead of considering the well-known multiplicity for­
mula (4.7.28) of Ref. 2, which has been successfully applied 
by various authors )-6 in order to calculate the multiplicities 
for several examples, we discuss an equivalent version of the 
multiplicity formula. Thereby we start from trivial cases and 
proceed to the most complicated case, in order to gain more 
insight into the structure of the wavevector selection rules J

-
J 

and to derive useful relations which should greatly simplify 
the calculation of the space group CG coefficients. 

The organization of this paper is as follows: In Sec. I we 
summarize the basic notation and properties of the space 
group unirreps by using explicitly projective representations 
for the little cogroups. S In Sec. II we derive a general expres­
sion for the multiplicity formula for nonsymmorphic space 
groups where the characters of the projective unirreps essen­
tially enter. This formula is, however, not identical to 
(4.7.29) of Ref. 2. In Sec. III. A we specialize our multiplicity 
formula to the special case where '1 and '1' are assumed to 
belong to general stars. In Sec. HI.B we consider the more 
general case where '1 is an element of a general star, but '1' of a 
star of higher symmetry, i.e., JA' contains more than one 
group element. The most complicated case is discussed in 
Sec. IH.C where both vectors '1 and '1' are assumed to belong 
to stars of higher symmetry. Apart from two special cases 
(where the corresponding multiplicities can be calculated 
quite generally without reference to a special space group 
like in the previous cases), we arrive at the most complicated 
case and obtain a multiplicity formula which is identical to 
(4.7.29) of Ref. 2, but which probably contains more 
information. 

I. UNIRREPS OF NONSYMMORPHIC SPACE 
GROUPS 

In this section we briefly summarize the basic notation, 
definitions, and properties of unirreps of nonsymmorphic 

space groups, which are used throughout this and the follow­
ing papers. We recall that a space group G consists of all 
elements whose corresponding symmetry operations leave 
the crystal structure invariant: 

G= !(alr(a)+t):aEP,tETl, 

(alr(a) + t)(fJ Ir(fJ) + t') 
= (a(J 1 r(a(J) + t(a,(J) + D (a )t' + t); 

t(a,(J) = r(a) + D(a)r(fJ) - r(a(J). 

(1.1) 

(1.2) 

(1.3) 

The symbol r(a) denotes nonprimitive lattice translations 
which are uniquely determined when the multiplication law 
of the nonsymmorphic space group is established. The vec­
tors t(a,(J) defined by Eq. (1.3) are elements ofthe translation 
group T and their appearance is typical for nonsymmorphic 
space groups. Finally D: = ! D (a): aEP I is a n-dimensional 
(n = dimension of the crystal lattice) orthogonal representa­
tion of the point group P (being isomorphic to the factor 
group G IT) of the crystal. 

It is known J
,8 that the matrix elements of the (vector) 

unirreps of a nonsymmorphic space group G can be written 
in the following form: 

D (K,q),r G(fJ Il(fJ) + t) 
(Ta,a b 

= ~ <l(a,(Ja')exp[ - i'1(a).! t + t(fJ,a') 

+ t(a,a-1(Ja') I ]D~b (a-1(Ja') 

'1~BZ; KEAp'i(R'i) a,b, = 1,2, .. ·,n" a,a'E:pq, (1.4) 

p<'l = ! a:D (a)'1 = '1 + Q! '1(a) j, aEP], (1.5) 

~ ii(y,y') = by?,i.y'P'" for all y,y'EP~pq~Gq'T, (1.6) 

'1(y): = D (Y)'1, for all yEP. (I. 7) 
~ 

Thereby G q denotes the group of the '1 vectors, Q! '1(a) I 
reciprocal lattice vectors, a, a'EP:pq left coset representa­
tives of p<~ with respect toP, and D": = !D'(a):aEP<11 n,,­
dimensional projective unirreps of P q~G qlT which belong 
to the standard factor system 

(1.8) 

Furthermore ~BZ is the fundamental domain of the Bril­
louin zone and A I"(R') denotes the set of all equivalence 
classes of the projective unirreps of p<i which belong to the 
factor system R q. 
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In order to simplify the fgllowing considerations we 
change every factor system R q by means of 

[)K(a) = e - iq'T(a)RK(a), for all aEPq, (1.9) 

to the new ones 

Sq(a,/3) = exp[ - iq.(D(a) - l)r(f3)] 

= exp[iQ ( q(a) }{r(a/3) -1(a)]] for all a,/3EPq. 
(1.10) 

Therefore, the matrix elements of the Ip:pqlnK -dimensional 
unirreps of G are rewritten as follows: 

D<::'~bG({3I1({3) + t) 
= .:1 q(a,/3a')e - iq(a).IB L.,({3 )R~b (a- l/3a,),qE.JBZ; 

-
a,a'EP:pq (1.11) 

B L,({3) = exp[ - iq(a).! 1({3) + D ((3)I(a') -1(a) 1 1, 

for all /3EP. (1.12) 

The main reason for preferring (1.11) instead of (I. 9) is 
that for all q's not lying on the surface of .:1BZ the factor 
systems SCi reduce to one, which implies that the corre­
sponding unirreps of po, must be ordinary vector representa­
tions. It should be noted that the case of symmorphic space 
groups is contained in the formulas in a consistent way. 

II. MULTIPLICITIES FOR NONSYMMORPHIC 
SPACE GROUPS 

Equation (I. 12) of Ref. 1 has to be rewritten for space 
group representations, 

D (K,q)fG({3I1({3) + t)®D (K',q')fG({3I1(f3) + t) 

L EI1m(K,q)(K',q');(K",q"P(K",q")fG({3I1(f3) + t). 
q"E,1BZ 

It-"EA I • ( .... ,) 

(II. 1) 

In order to be able to calculate the multiplicities 

m(K,q)(K',q');(K",q") we need the characters of the corresponding 
unirreps. These characters are obtainable from (I. 11) 

X (K,q)f G ({3 11({3) + t) 

= L.:1 q(a,/3a)B ~,a({3 )X"(a- l/3a)e - 0,(0').1 (11.2) 
aEp:pq 

-
'nx) = traceRK(x), for all xEPq, (11.3) 

where X K denotes the character ofp~ojective unirreps of pq 
which belong to the factor system sq, Instead of dirrectly 
applying Eq, (I. 15) of Ref. 1 we start from 

X(K,q)fG({3If(f3) + t)X(K',q')fG({3If({3) + t) 

L ( " -")fG 1"'({3 ... = m( -)(' -,).( " ." y K ,q ({3 'T ) + t). .... K,q K.q , K ,q Y" (11.4) 
q",K" 

which is a consequence ofEq. (11.1). Multiplying both sides 
of Eq. (11.4) by exp(iqa-f) with qoE.JBZ and summing about 
all tETwe have to take the orthogonality relations 
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1 ......... ... 
- Lexp[ - i{ q(a) + q'(a') - qol·t 1 
ITI lET 

= 8q(a) + q'(d),q" + Q[q(a) + q'(a')] 

into account in order to obtain 

L m(K,cv(K',q');(K" ,o,"~ ~:~({3 )X"" ({3).:1 q"(e..,/3(~) 
K"EAp" (s,,) 

L 80.(0') + q'(a'),o," + Q[q(a) + 0, '(a')] 
aEP:p., a'EP:P •. 

(11.5) 

x.:1 q(a,/3a).:1 0.'(0' ,/3o')BL({3)B~"a ((3)X"(a- l/3a)X"'(a'-I/3a'), 

(11.6) 

where e denotes the identity element ofP, Relation (11.5) is 
sometimes called the "wave vector selection rules. "3.4.7 In 
this connection we remark that the reciprocal lattice vectors 
Q[q(a) + q'(a')] should not be confused with Q! q(q) 1 
which enter into the definitionofGq (respectively, pq). Con­
sequently the general formula for the multiplicities takes the 
form 

m(K,g)(K',q'):(K,,,q,,) = L 8g(a) + g'(d),q".,. Qlq(a) + (j'(d) I 
a,(T' 

1 - - -x--- L.:1 q"(e..,/3e..).:1 q(a,/3a).:1 q'(a',/3a') 
IP Q'I /3EP" 

XB ~:';({3)B ia({3)B ~',a,({3 YX"(a- l/3a)X"'(a'-I/3a')X""*(f3), 
(11.7) 

where we have used the orthogonality relations for the char­
acters of the projective unirreps of PQO ~hich, however, must 
belong to the original factor system R Qo [compare the com­
ments to Eq. (I. 15) of Ref. 1]. Now we realize once again that 
one has to be very careful if using orthogonality relations of 
characters (later, of matrix elements) of projective unirreps. 
This fact explains the occurence of a part of the unimodular 
factors on the right-hand side of Eq. (11.7). Finally we men­
tion that 

dim!D (K,q)IG ® D (K',q')IG I = IP:PQlnKlP:ri'lnK' 

L m(K,q)(K'.Ci');(K,,,qO) IP:P 0,"1 nK" 
q"E,1BZ 

KoEAI'" (."'., ) 

(11.8) 

must be valid in general in analogy to the general formula 
(I. 16) of Ref. 1. By means of the definitions (intersections of 
conjugate subgroups) 

pi:i,;q,: = apqa-I()(J",pq'a'-lnP q" aEP:P4, a'EP:pq', 

(11.9) 

which are subgroups of P, we can omit the product of the 
generalized Kronecker delta's in Eq. (11.7), 

m(K',q)(K',q');(K,,,q,,) = L8q(a) + 4'(",),q,+ Qlq«T) + q'(d) I 
a,a 
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III. DISCUSSION OF VARIOUS CASES 

We start from simple cases and proceed to more compli 
cated ones when investigating the multiplicity formula in 
order to gain more insight into the structure of the wave 
vector selection rules. For this purpose we introduce the fol­
lowing useful definition of the product sets, 

P(q,q'): = [(q,q'):qEP:Pq,qEP:pq'J; q,q'EdBZ. (111.1) 

A. q, q I = general stars 

In this case Eq. (11.10) reduces, because 
pq = pq' = [e), to 

n, 
m - - - - ," 0- - - - - -(O.'1)(O,'1');(K",'1,,) - ~ f::" q(a) + q'(a'),q" + Q[q(o-) + '1'(0-') l' 

(111.2) 

where we have furtherIl}ore used the sYIl!pol 0 for the identi­
cal representation of pq (respectively pq ), 

If qo is itself an element of a gen$r}l star, i.e., P go = [e], 
we have to look for pairs (q,q')EP(q,q') such that 

q(a) + q'(a') = go + Q[q(q) + g'(q')] (111.3) 

is satisfied for the fixed goEdBZ. We call this set 

P(q,g';qo): = [(q,q'):g(q) + q'(a') 

= go + Q[g(q) + g'(q')];(q,q')EP(g,g') J, (111.4) 

whose determination requires only geometrical consider­
ations. This implies for the multiplicity 

m(O.q)(o.q');(o.q,) = IP (g,g' ;go) I, (IlLS) 

where IP (g,g';go)I is the order of the set P(g,g';go). 

If qo belongs to a star of higher symmetry, i.e., if pq, is a 
nontrivial subgroup of P, 

Ie] cPq,,~P, (I1I.6) 

then it follows for a fixed pair (a,a')EP (q,g') with 

g(q) + q'(q') = qo + Q[q(q) + q'(q')] (111.7) 

that 

g(Xq) + q'(xq') = go(x) + D (x)Q[q(a) + g'(q')] 

= go + Q [go(x) I + D (x)Q[g(a + g'(q')] 

for all xEP'1" 
(III. S) 

must be correct. This has (becausepq = pq' = [e]) as a con­
sequence that 

[(xa,xq'):xEPq, I CP(q,q') (III.9) 

is already a subset of pairs ofleft coset representatives which 
satisfy (III. 7). If there exists another pair ct, r')EP (g,g') with 

g(t) + g'(r') = go + Q[g(r) + g'(r')] (III. 10) 

which is not contained in (111.9) then the same argumenta­
tion holds as before, i.e., 

(III. I I) 

is also a subset of pairs of coset representatives which satisfy 
(111.10) and has to be taken into account when calculating 
the mUltiplicities according to (111.2). In this connection we 
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have to note that such a possibility cannot be excluded in 
general for space group representations. Now iJ can be easily 
proven that t.he intersection of [ (xq,xq'):xEP q, J with 
[yr,yr'):yEP g" I either is empty or both sets coincide. In or­
der to show this proposition we have to use 

r = zq, r' = z'q', z',z'EP (I1I.l2) 

for (111.10) which yields 

q(q) + g'(Z·IZ' q') = gO(Z'I) + D (z'I)Q[q(r) + g'(r')]. 
(111.13). 

Now we substract (III. 7) from this equation and obtain 

g'(Z'lZ' q') - g'(q') 

= gO(Z·l) - go + D (z·l)Q[g(r) + q'(!')] 

- Q[q(q) + g'(q')], (III. 14) 

which proves our proposition 
. -

ZEP g,,~z = z'EPg", 
- -

zifY '1·~z*z' ifY q" 

(IIUS) 

(III. 16) 

since for the first case the left-hand side must be a reciprocal 
lattice vector, whereas for the second case the left-hand side 
must be different from a reciprocal lattice vector. Analo­
gously to (I1I.4) we introduce by means of 

P (q,g';go): = [(qpq;):g(q) + g'(q;) 

(III. 17) 

with 

[(xaj,xa;) : xEPY ]n[ (yqk,yqD:yEPY] = 0, for allj*k, 
(III. IS) 

a set of pairs of coset representatives which generate pairwise 
empty intersections. As was already pointed out we cannot 
expect for space group representations that the order of the 
set P (q,q';qo) is always one. This implies for the multiplicity 

mW ,,j)(1l.4') (',.4,) = n,..Ip(q,q';go)1 

since the sum in (111.2) reduces to 

m . -, -(0,'1)(0.'1 );(K,.'1,,) 

(III. 19) 

" 0- - -- - -L 'lew,) j '1'(xa,),q .. j Q['1(xo) 1- '1'(X<l,)]' 
(a.u,)ccP(q,q'.q,) 

xcP I 

B. q = general star, q' = star of higher 
symmetry 

(III. 20) 

For this case, which is of course more cqmplicated that 
the ~r.st one, Eq. (11.10) takes (because of pq = [e I and 
P ~:~,;4' = [e I) the form 

(111.21 ) 

a'€.P:P'i 
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which can be simplified in a similar way as theyrevious one. 
We distinguish once again two cases, namely qo belongs to a 
general star or to a star of higher symmetry. 

For the first possibility we have to look, since P 
qo = {e I, for pairs (q,q')EP (<:},q') such that 

q(q) + q'(q') = qo + Q[q(q) + q'(q')], qEP, q'EP:pq' 
(111.22) 

is satisfied for the fixed qoE..::1BZ. We denote this set by 

P(q,q';qo): = I (q,q'):q(q) + q'(q') 

= qo + Q[q(q) + q'(q')], (q,q')EP(q,q'»). 
(1II.23) 

which implies for the multiplicity 

m(O,q)(K',q');(O,q,,) = nK,/p(q,q';qo)/. (1II.24) 

The second possibility, namely that qo belongs to a star 
of higher symmetry 
tel cPq"c;;,p, (111.25) 

has to be investigated with more care. Starting with a fixed 
pair (q,q')EP (q,q') satisfying 

q(q) + q'(q') = qo + Q[q(q) + q'(q')] (III.26) 

it follows immediately that 

q(xq) + q'(xq') = qo(x) + D (x)Q[q(q) + q'(q')] 

= qo + QI qo(x) I + D (x)Q[q(q) + q'(q')] 
-

for all xEPq" (III. 27) 

must be correct. However, in contrast to (III.9) the set 
I (xq,xq'):xEP q" J <tP (q,q') (III.28) 

is in general not a subset of P (q,q'), since xq'rEP:pq' is in 
general (because of I e I C pq' c;;, P) not an element from the set 
ofleft coset representatives p:pq', whereas xqEP:pq = P 
must in any event be an element of the left coset representa­
tives. For this reason we introduce the notation 

xq' = q2c', with q~EP:pq' and x'EP'J', (III. 29) 

which concerns the left coset representatives of pq: with re­
spect to P. Now we prove by means of 

q(xq) - q(yq) = q'(yq') - q'(xq') + Q[Q(Xq) + q'(xq')] 

- Q[q(yq) + q'(yq')] for all x,yEPq" 
(III. 30) 

that for any pair x,yEl'ij" 

x=/=yt;::>q~=/=q~ 

is satisfied, which implies that the order of the set 

It q~ = xq'x'-I:xEPq"l / = /pq"l 

is equal to the order of the group pq". Therefore, 

(111.31) 

(III.32) 

/pq,,/</P:Pii'/, (III.33) 

which is, however, only correct if po. = tel. A further im­
portant consequence of (1II.31) is 

x=/=yt;::>0ij(XCT) + q'(yu' y' ,),qo + Q [q(XD') + q'(yD" y'-l) 1 = 0 

for all x,yEPq (II 1.34) 

which has to be taken into account when calculating the 
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multiplicities, Now if there exists a further pair (r,r')EP (q,q') 
which is not contained in the set 

I (xq,xq' X'-I):XEPio I c P (q,q'), 

such that 

q(r) + q'(r') = qo + Q[q(r) + q'(r')], 

then the same argumentation holds as before, i.e., 

I (Yr,yrY-'):yEPiol CP(q,q') 

(III.35) 

(III. 36) 

(III.37) 

is also a subset of pairs ofleft coset representatives which 
satisfy (III.36). As in the previous part of this section we 
show that the intersection of (III.35) with (III.37) is either 
empty or both sets coincide. For this purpose we set 

r=zq, r' =z'q', withz,z'EP, (III.38) 

which yields for (III.36) 

q(q) + q'(Z-IZ' q') = qO(Z-I) + D (z-I)Q[q(r) + q'(r')]. 
(III.39) 

Substracting (III.26) from this equation we obtain 

q'(z-Iz'r') - q'(r') 

= qo(Z-I) - qo + D (z-I)Q[q(r) + q'(r)] - Q[q(q) + q'(q')], 
(III.40) 

which together with (III.31) proves our proposition 

- -
zlj7'l"t;::>z-:::/=z'lj7'l' . 

Now we introduce by means of 

(I1I.41) 

(I1I.42) 

P(q,q';qo): = I (qpq):q(;) + q'(q) = qo + Q[q(q) + q'(q) 1 I 

with the property 

{(Xqj,xqj'-I):xEPq, In{ (yqk,yq0->'-I):yEPij" I 
= 0, for allj=/=k, 

(I1I.43) 

(III.44) 

a set of pairs of coset representatives which generate pairwise 
empty intersections. Hence we obtain for the multiplicity 

m(O,q)(K'.q');(K,,,cj,,) = n.,nK,,/p(q,q';qo)/, (III.45) 

since the sum in (III.21) reduces to the same expression as in 
(1II.20). 

Now we are in the position to consider an interesting 
special case. If 

pi;,' =P, 

then it follows from (III,33) and (II.8) that 

pq" = I eland /P(q,q';qo)/ = 1, 

and therefore 

m(O,(j)(K',q');(O,q,,) = n •. , . 

c.q, q' = stars of higher symmetry 

(III.46) 

(I1I.47) 

(I1I.48) 

As already pointed out, this case is the most complicat­
ed one, and we have to start from the general formula (11.10). 
Of course the cases A and B must be contained in the general 
formula. As in the previous cases we distinguish several 
cases. 
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For the simplest case, where qo is an element of a general 
star, we have to look for pairs (q,q')EP (q,q') such that for the 
fixed qoELlBZ 

q(q) + q'(q') = 'lo + Q['l(q) + q'(q')], 

(111.49) 

is satisfied. We call this set, in analogy to the previous cases, 

P('l,'l';'l,,): = I (q,q'):'l(q) + 'l'(q') 

= 'lo + Q['l(O') + q'(q')],(q,q')EP ('l,ci') 1 (111.50) 

which immediately yields the multiplicity 

m(,.(j)(,'.q'):(o.q) = n ,fl" I P ('l''l' ;'lo) I, (111.51 ) 

since (11.10) reduces to 

(111.52) 

If qo belongs to a star of higher symmetry, i.e., if 

Ie] Cpi';"Cp, (III. 53) 

then we are confronted with the most complicated case apart 
from the special case where 

P q.ij',4, = Ie] (111.54) 
(7,(T 

which shall be discussed at the end of this section. Except for 
this special case we have to take into account in general 

Ie] Cp~~,:ijCPci,Cp. (111.55) 

We start our investigations once again with a fixed pair 
(q,q')EP (q,q') which satisfies 

q(O') + q'(q') = qo + Q[q(q) + q'(q')], 

O'EP:pci, a'EP:pq'. (III. 56) 

I t is obvious that 

q(xq) + q'(xq') = qo + Q! qo(x)] 
+ D (x)Q[q(q) + q'(q')] for all xEPij" 

(III,57) 

must remain valid. For similar reasons as for (111.28), the set 

I (xa,xq'):xEP g, 1 ct P (q,q') (II1,58) 

cannot be in general a subset of P (q,q'). In order to show this 
proposition we have to realize that 

xq = qz, with zEPij, and xq' = q'z', with z'EPij' 

for all xEP ~.~,:q" (111.59) 

and that for any XI,X2EP~:~,:q" with 

X I*X 2' 

xg = 8z i and xp' = C!'z;~zl*zlEPq) 

and z;*z;(EPii) (111.60) 
is true. Since in general we have 

p~:~,:ij"Cpij", (II1.61) 
we introduce 

vEPii",pq,q',:q" (111.62) 
) '(T,a 

left coset representatives of P q,q',ii" with respect to the pi';" in a,a 

order to be able to simplify (11.10). Furthermore we define 
by means of 
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q/ = VPZj'EP:pii, z}EPii, 

q~ = vkq'z~'EP:pii', z~EPii', 

(I1I.63) 

(111.64) 

the other left coset representatives which are connected (in 
the above-mentioned sense) by the elements of the group pq". 
Now it is easy to prove that just 

I (vaz.·- 1 va'z·. -- l)·vEPii".pii,ii;,<i"l CP(rI rI') (III,65) 
} -} '} -} • J . (7, a '1,'1 

is a subset of P ('l,q') whose elements satisfy (111.57), since we 
have for any pair Vj,vkEPii .. :p~:~,:q .. (because of 

Vj lVkiP~:~,ij", for all vfFVk) 

the following relations: 

Vj*vk~a,*qk and q;*q~, 

(III,66) 

(IIl.67) 

VJ*Vk~t5q(",O'Z, ') j-(j'(I',U'Z, '),q,,+Olq(o)+ <1'(a,)1 =0 (111.68) 

If there exists a further pair (T,T')EP(q,q') which is not 
contained in (111.65) such that 

q(,) + q'(,') = qo + Q[q(,) + q'(,')], (III.69) 

then the same argumentation holds, i,e., 

I (wp, I ,Wj,'Zj 1):WjEPq:P~}ql CP(q,q') 

is a subset of P(q,q'). By means of 

,= ta, ,'= t 'a' with t,t'EP 

we obtain as a consequence of 

q'(t -It 'a') - q'(a') 

= qo(t -I) - qo 

(III.70) 

(HI.7I) 

+ D (t -1)Q[q(,) + q'(,')] - Q[q(q) + q'(a')], 

tEP (i,~t -I t ' EP ~ .. ~,A, 

tiP 4~t -I t ' r!:P ~~~,d,', 

(III. 72) 

(HI.73) 

(II 1.74) 

which proves, together with (111.67), that either the intersec­
tion of (111.65) with (111.70) is empty or both sets coincide. 
Therefore, we define by 

P(q,q',qo) = I (a/,a/):q(O'/) + q(a;) = qo + Q[&(a/) + &'(a;»), 

(a/,a/ )EP «:1.&') 1 (111.75) 

with the property 

= 0 for aJlI*m (III.76) 

a set of pairs of coset representatives which generate pairwise 
empty intersections where however, the notation for the ele­
ments should not be confused with (IIl,63) and (111.64). 
Now we are in a position to study in more detail Eq. (11,10) 
for the most complicated case. Because of (III.67), (I1l,68), 
and (III.76), (11.10) reduces to 

. g' 
X B ~,.O'.(x)B ",.a,(x) 
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(III. 77) 

where we have already used the notation 

P ii.(f:4.·',. = V.p4'(i',:4,v - 1 vEPq"·pq·i'(;q,, 
1',0.1'0· t (T,(1 J ' ) • (7,(1 • 

(III.78) 

The groups (111.78) are conjugate subgroups of P'~', which 
are all isomorphic to P%:~,;<i'. For a fixed pair 
(u,u')EP(g,g';go), formula (111.77) contains IPq:p~,,~,;q,'1 par­
tial sums of the type 

x X"(u.;. lyU)X"'(u· - lyu'.)XK"*(y) = :S~·q;~". (III.79) 
-.I -./ -J I,G,i,O 

Replacing Vi lYVj = x, which implies 

YEP ,j·ij';q',QV lyv EP q,i:i',;q" 
1'/T,I',(T } .I IT,a' 

(111.80) 

and using formulas of the type 

X'(yxy') = sQ'(X,y')S4(y-',yxy')X"'(x), for all x,yEPo., 

(111.81) 
which are a consequence of Eq. (3.10) of Ref. 8, we obtain, 
after a straightforward calculation, 

(III.82) 

Therefore, we arrive at the final formula 

(III.83) 

which has to be used when calculating multiplicities for 
space group representations. Of course cases A and Bare 
contained in this formula. (For symmorphic space groups 
which are semidirect products of point groups with transla­
tion groups, the unimodular factors become one and the pro­
jective unirreps of pq reduce to ordinary vector representa­
tions.) Finally we mention that Eq. (111.83) must be identical 
to formula (4.7.29) of Ref. 2. In our case we believe that the 
nonsymmorphicness of the space group is better expressed 
by emphasizing the explicity use of projective representa­
tions of the factor groups P q~G q/T. In this connection we 
confess that the proof of (4.7.29) of Ref. 2 seems to be some­
what more elegant by using Mackey's theorem2 than our 
approach to Eq. (lII.83). However, we believe that our for­
mula (111.83) contains in a more precise way information 
about how the summation about the coset representatives 
(q,q')EP (g,g') has to be carried out in reality, in contrast to 
(4.7.29) of Ref. 2 where only a verbal hint is given. Finally we 
remark that for many examples IP (g,g';go)I = 1 is satisfied 
which makes the summation about several elements of 
p (g,q' ;qo) superfluous and simplifies (111.83). 

We conclude this section by discussing special cases of 
(III.83), like (111.54), which has not been considered until 
now. As a first special case we consider 
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po..q/i,= Ie) forall (uu')EP(i'\i'\'·i'\) a.a , _ , _ \.j''i ,'io , 

which has as a consequence for the multiplicity 

m(K,q)(K'.q');(,,,,q,) = lP(q,q';qO)ln,!1K,n",,. 
For the following special cases we assume 

(III. 84) 

(111.85) 

(1II.86) 

which is valid for a large number of cases. Consequently 
formula (111.83) reduces to 

1, ~ B~.':(x) 
m(K,q)(I,',q');(K".q,,) = I q q q I L " 

P ,,:,/" XEP',~','." 

If, furthermore, 

q=cr'=e 

is satisfied, (111.87) takes the simple form 

x XK(x)X"*(x). 

(I11.87) 

(111.88) 

(111.89) 

However (111.88) does not represent the general situation, 
since at least one of the two left coset representatives q,q' is 
different from the identity element e, so that qo belongs to 
,;jBZ. The appearance of the unimodular factors in (III. 89) is 
due to the fact that we changed our factor system R q trivially 
to S <i. Furthermore (III. 89) makes sense, if and only if [in 
analogy to (1.13) of Ref. 1] 

R <i(x,y)R 'i'(x,y) = R q,,(x,y), for all x,yEP~}';q" (I1I.90) 

is valid. However this relation is, because 
q + g' = qo + Q[q + q'], automatically guaranteed. Finally 
we can imagine that further subductions, like lIY iP ~:~';q", 
DK

' iP q,o.';q", and DK
" iP q.i'j';i'j" yield to further simplifications of e,e e,e 

(III. 89). However we do not want to discuss these simplifica­
tions in more detail, since the explicit calculation of (111.87) 
[respectively its special cases, like (111.88)] or, e.g., 

pi'j,i'j';i'j" = pi'j" = pq = pq' 
e.e (111.91) 

presupposes the explicit knowledge of the space group with 
its unirreps. 

CONCLUDING REMARKS 

The aim of this paper was to derive the multiplicity 
formula for space group representations by emphasizing 
projective representations for the little co groups and to cal­
culate for a series of cases the multiplicities without refer­
ence to a special space group. Thereby we have obtained for 
even the most complicated case relations concerning the 
wave vector selection rules which should be very useful when 
calculating space group CG coefficients. In this connection 
we have shown that just the little cogroup P q"~Gq"/T plays 
an essential role. 
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Clebsch-Gordan coefficients for space groups 
R. Dirl 
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A general method for finding Clebsch-Gordan coefficients is used to calculate them for nonsymmorphic 
space groups. This method is based on the fact that the columns of the Clebsch-Gordan matrices can be 
seen as G -adapted vectors and that the multiplicity index can be traced back to special column indices of 
the Kronecker product. Using this method we obtain simple defining equations for the multiplicity index 
and for nearly all cases without reference to a special space group by a simple calculation the 
corresponding Clebsch-Gordan matrices. 

INTRODUCTION 

In this article we shall report on our investigations 
of how the proposed method1 works for the determina­
tion of space group CG coefficients. The aim of this 
paper is to show that the proposed method is indeed a 
useful and practical one in order to determine quite 
generally CG coefficients for nonsymmorphic space 
groups. In this connection we remark that the derived 
formulas contain the special case of symmorphic space 
groups in a consistent way. The present method uti­
lizes the fact that the columns of the CG matrices can 
be seen as G adapted vectors and that the multiplicity 
index can be traced back to special column indices of 
the Kronecker product. As in Refs. 2 and 3 we empha­
size the use of projective representations for the little 
cogroups pi '" GIt/ T. However it should be noted that 
our approach is different to those given until now. 2-11 

The paper is organized as follows: In Sec. I we re­
write our general formulas of Ref. 1 into nonsymmor­
phic space group representations. As in the previous 
paper12 we apply our formulas to various cases. In 
Sec. II. A we discuss the case where q and ql are 
assumed to belong to general stars and where qo is 
either an element of a general star or of a star of 
higher symmetry. The case where q is assumed to be 
an element of a general star and q' of a star of higher 
symmetry is investigated in Sec. III. B. Thereby we 
have to consider once again the two possibilities, where 
qn belongs either to a general star, or to a star of 
higher symmetry. As in the previous cases we derive 
very simple formulas for the multiplicity index and ob­
tain immediately the corresponding CG coefficients, 
The most complicated case, where q and q', belong to 
stars of higher symmetry, is considered in Sec. III. C. 
In analogy to the foregoing sections we have to distin­
guish the cases where qo is either an element of a 
general star or a star of higher symmetry. The latter 
case is divided into further subcases. Even for the 
most complicated case we derive simple formulas 
which have to be inspected when determining the mul­
tipliCity index. The CG coeffic ients are obtained by 
simple calculations for nearly all cases without re­
ference to a special space group. 

I. CLEBSCH-GORDAN COEFFICIENTS FOR 
NONSYMMORPHIC SPACE GROUPS 

In this section we specify our general formulas 
(II, 24)- (II. 26), (II. 36), and (II, 39) of Ref. 1 by 

means of the formulas (I. 11) and (I. 12) of Ref. 12 to 
ordinary vector representations of nonsymmorphic 
space groups. The special case of symmorphic space 
groups is, of course, included in the general formulas. 

In order to be able to transfer the abovementioned 
formulas of Ref. 1 to space group representations, the 
equivalence classes, row and column indices of the 
corresponding unirreps have to be replaced in the 
following way: 

Cl' - (K,q): = (K,q) tG; qct.BZ, KcAp1(Sil) , 
(3- (K',q'): = (K', <i') tG; q'c::t.BZ, K'cAp'hsil')' 

Y - (Ko, qo): = (KO, qo)tG; qoEt.BZ, KocApilo(SilO)' 
(I. 1) 

s -!:::',c'; r- !,',d'; !:::',!,'EP:pq', d',c'=1,2, ..• ,nK " 

a -!!., a (fixed), 

Thereby it should be noted that the index a has already 
been replaced by an appropriately chosen pair of in­
dices of the corresponding space group unirrep, name­
ly !!:" a with !!.cP: Po and a fixed. 

Presupposing that the corresponding multiplicity 
>rl(K,il)(K,il');(KO,ItO) is different from zero, we construct, 
according to the proposed method vectors of the type 
(11.23) of Ref. 1, 

{B~:~ ~ (K', Q'); (KO,11.0) (~, c:~~ C'): ~,~')E P(q, q,),} 
c-1,2, ... ,nK' c -1,2,.",nK" 

(I. 2) 

Of course, taking the waye vector selection rules 
(II. 5) of Ref. 12 into account, the order of the set (I. 2) 
becomes essentially smaller than I P: pa I nK I p:pa' InK' , 
which implies an important Simplification for the deter­
mination of the multipliCity index and therefore of the 
corresponding CG coefficients. The components of the 
vectors (1,2) turn out to be 

x 0 t.ilO(e, fle)t."(T, (3a)t.if' (T', (Jo') 
BE pilo - - - - - -
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T~P:?, d=1,2, ... nK' :!'EP:P', d'=1,2, ... nK" 

(1.3) 

where (I. 11) and (1. 12) of Ref. 12 is used, where the 
summation about all elements of the translation group 
T has been carried out, and where 

n,=n(Ko,iio)tG=1 p:pqolnKo (1.4) 

was inserted into the general formula (11.24) of Ref, 1. 
In order to prove the following equations we have to use 
the orthogonality relations for the projective unirreps 
mKo of pilo. This explains why we have generalized our 
method to projective representations. 

As a first step of the procedure we have to look for 
vectors (1.2) whose norm exists, 

(I. 5) 

As a second step we have to investigate the scalar pro­
duct of any two such vectors whose norm exists. There­
by we introduce the notation 

{
(K,q) (K"q')!(KO,qo) ~,c;~"C')}: 
2,d !.',d' !:!..a 

= (-B(K, ii)(K', <t'): (KO' iio)(!' tl'; f ,tl" ) -B(K, ii)(K', ii'); (KO' iio )(a, c;a'. 0"» 
!d '!4--

nKo 
= Oq(::)+iI'(!').ilo+Q(q(!l+I['(f)] ~ 

x :Bii Aiio~,{3!:!..)Aii~,!3Q:lAiI'(T',j3a') 
6EP 0 - -

labeled by the indices (I. 7), we immediately obtain by 
means of of (n. 36) of Ref. 1 the corresponding CG 
coeffic ients, 

:!',d' ea 

=IIB,~~' ii)(K', ii'); (KO' ilo)(!!v' cv;~;" c~)II-l 

x ~ (K, q) (K', q/) (KO' qo (!!,v, cv;~~, c~) ( 
{2,d I',d' ea ~ 

!.EP:?, d=1,2, . ."nK , !.'EP:P', d'=1,2, .. o,nK,. 

(1.8) 

In order to obtain the remaining columns of the CG 
matrices we have to specialize (no 39) of Ref, 1 to 
space group representations. The corresponding formu­
la reads 

XB:8;+'!({3)Bt~v (j3)B~:~~ ({3)R~cv (T-l ~v) 

X R~ ,(T,-1j3a')RK o*(a-1{3) cv _ _v Ja _0 , 

(1.9) 

x B~?: ({3)B!, ,,(I3)B~, a' (I3)R~c( T -1 {3a)R~ c' (T,-1 j3a, )mKo * (13). 
- - - - - - - - - - aa where the summation about all elements of the transla-

(1. 6) tion group has been already carried out. 

In case we can find, with the aid of (1.6), just 
m (K,il)(K',iI'); (KO' ito) orthogonal vectors (1.2), the corre­
sponding column indices of the space group representa­
tion D(K,QPG!g,D(K',ii')tG can be chosen as a multiplicity 
index UJ, 

l/)=(!!,v,Cv;!!.~,C~); v=1,2, •.• m(K,<!)(K',it');(Ko,ilo)' (I. 7) 

In this connection we remark that for the general case 
more than one pair of left coset representatives 
(!!,v, !!.~)E P(q, g') is necessary in case we try to identify 
the multiplicity index UJ with column indices of the con­
sidered Kronecker product. Thereby we must expect 
that at least one of the two coset representatives must 
be different from the identity element e, otherwise qo 

would not belong to t::JJZ. Presupposing that we have 
found m(K,ii)(K',it'); (KO,it

O
) orthogonal vectors which are 
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If, however [by analogy to(n. 33) of Ref. 11, some of 
the m(K,I[)(K',ii'); (Ko,iio) orthonormalized vectors must be 
determined by Schmidt's procedure, the remaining 
columns of the CG matrix nevertheless have to be 
calculated by the same formula [compare (II. 17) of 
Ref. 11, otherwise the corresponding equation to 
(no 42) of Ref, 1 cannot be satisfied. ~ shall show in 
the following sections that for nearly all cases the 
space group CG coefficients can be determined quite 
generally without reference to a special space group. 
Nevertheless we realize now the reason why the method 
given in Ref. 1 has been generalized to projective 
representations. 

II. DISCUSSION OF VARIOUS CASES 

As in the previous paper12 we start from simple 
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cases and proceed to more complicated ones. In order 
to obtain a better view we shall subdivide our cases A, 
B, and C of Sec. III of Ref. 12 into fUrther parts. 

A. 1. q,q'= general stars, qo= general star 

According to (III. 4) and (III. 5) of Ref. 12 we have 

q~) + q'~') =qo + Q[q~) + q'{s:') 1 ~,2:') EP(q, q,;qo). 

(II. 1) 

Specializing (I. 3) to this simple case we omit for the 
sake of simplic ity the row and column index 1 of the 
proj ec tive un irrep of pt = plI' = pto = {e} and denote the 
identity representation of these groups by 0, 

"

-B(O,i!)(O, q'); (0 i(0){a,a'),,2 " -1 
! ,- - = vi!(!!l+i!' (!!'),ilodHi!(2)+~'(2')]-

for all (~,~,) EP(q,q'jqo). (II. 2) 

The scalar product (I. 6) yields for any pair of 
P(q,q';qo) 

~(O,q) (O,q') (O,qo) 

(a j ~l e 

which implies that the multiplicity index w can be 
chosen as 

W= (s:j'~J)' (ahaj)Ep(q,q,;qo). 

Because of (I. 8), we obtain as CG coefficients 

(O,q') (0, qo) 

(II. 3) 

(11.4) 

COJ = OT,. o",a" 
U' ~ «<" ~l) . 

- -j - -j 
!,2'€P. 

T' e 
- -

(II. 5) 

The remaining CG coefficients are immediately cal­
culable by means of (1.9), 

(II. 6) 

A. 2. q,q' = general stars, qo = star of higher symmetry 

In this case we have to take into account (III. 17)­
(III. 19) of Ref. 12 when investigating (1.3). As in the 
previous case we denote the identity representation of 
plI= plI'={e} by ° and suppress the superfluous row and 
column index 1 of this representation. According to the 
multipliCity formula (III. 19) of Ref. 12 we have to look 
for n/Co I P(q, q';qo) I orthogonal vectors (1.3). For this 
purpose it suffices, because of the wave vector selec­
tion rules, to consider the norm of the following 
vectors: 

IIB~' <1)(0, ii' ); ('0' ilo)(lI!!j; Y2J)il 2 

n.o n·o 
=~ 0(j (lI!!j)+<!:'(Y2j),ilo+Q(i!(lI!!j>+i!'(Y2j)] =1PloI' 

for all y€po and (~j,~J)€P(q,q';qo)' (II. 8) 

Consequently we have found IPol' IP(q,q';qo) I vectors 
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whose norm exists and is independent of the special 
index (yuj>yu1). Now we have to solve the problem 
whether -;'e ;an find just nlfo I P(q,q';qo) I orthogonal 
vectors by means of (I. 6). Considering the scalar pro­
duct for two vectors of (II.7), we obtain by using (III. 18) 
of Ref. 12 

to) (0, q') (KO, qo) (ya ,;vall! 
- - forallx,YEpilo, 

X~j xul ea 
-

~,,{o,q) (0, q') (KO' qo) (Y~';Y~!l\ (II. 9) 

x2:j xu' ea _I 

to) (0, q') (Ko,qO) (Y~;Y~') I 
xu xu' ea 

(II. 10) 

Thereby it should be noted that we have omitted the in­
dex j of the elements of P(q, q'; qo) and that (II. 10) re­
duces to (IT. 8) if y =X. Now it is obvious how we have 
to proceed. Namely, in case we can find n/Co different 
group elements XjEpilo, i = 1, 2, .•. , n.o such that 

ffi~8* (x;xj!) = Ojj for all i ,j = 1,2, .. ,n.o' (II. 11) 

we have solved the multiplicity problem for this case, 
We can choose 

W= (Xi~;Xi~') for all (s:,~')cP(q,q';qo) and 

i=1,2, ... ,>1.0 (II. 12) 

as a multiplicity index w, because (11.9) and (11.11) 
guarantee the orthogonality of the corresponding 
vectors, 

1
(0, q) (0, q') (KO' qo) (x 12:k; x l~k)l 

= °jk°l!' 

X j2:j Xj~J ea 
(IT. 13) 

Of course (II. 11) is the key equation when fixing the 
multiplicity index w. It can be easily proven that we can 
find at most n.o group elements xfEpilO such that (IL 11) 
is satisfied. For this purpose we rewrite (11.11) as 

ffi~9* (Xjxj!) = seto (x i, Xj!)seto* (x j, xjl)(:R:o (x j), R~O (x J), 

(11.14) 

(11.15) 

which implies that we consider the ath rOw of the n.o-
dimensional projective unirrep RICO 

{m:O(x): XEPcfO} (11.16) 

as (normalized) elements of an n-dimensional Euclid­
ean Space. This proves our assertion that just n.o 
linear independent vectors can be found. Hence 

R:~*(XiXjl)=Ofj< >(1R:;O(x i ),lR:o(x j»=Ojj. (11017) 

In this connection we remark that a suitable choice of 
the row index a of !RICO can much Simplify the problem of 
finding n.o group elements XjEpilO which satisfy (II. 11). 
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Presupposing that we have found n.o group elements 
XIEPijO satisfying (II. 11), the CG coefficients can be 
calculated immediately by means of (1.8) and (II.8), 

to'Tq) (O,q') (Ko,qO) W= (Xi~h~'») 

\ T' eo 

B iio* ( -1 -1)Bij (-1 _1 )Ei!' (-I -1) 
X e,e ro Xi T,X 0 Ta Xi T',xoO' TO Xi _ _ - 1- _ ._ 

lR;g*(~-lxjl), ~,~')EP(q,q,;qo). (II. 18) 

A straightforward calculation by directly using (II. 18) 
yields the orthonormality condition for CG coeffiCients, 

6(0,q) (O,q') (Ko,qO) 1l'=(Xi~;Xi~'))* 
!·t 

T T' ea 

x (a, q) (0, q') (KO' qo) 

T T' ea - - -

It'=(X a;x a') L L 
= Oji o (II. 19) 

[Orthogonality with respect to different pairs 
(a, a')EP(q, q'; qo) guarantees Eq. (II. 13), 1 The remaining 
CG-coefficients must be calculated by means of (1.9), 

((O_'Tq) (O,q') (KO'~O) UJ=(XI~;XI~')) 
\ !' ~o,J 

= (~\1/2 6<10 (ao, ro-1xjl e )O." TIl-la' 
I pto i) - - - -' -- -

X B~~;! (ro-1xjl)B1, xl2 (ro-1xjl )B~ xl1 (ro-1xjl) 

X R'O* fa- 1 Ta-1x 71 ) i. LO _ • , 

~OEP:~O j=I,2, .•• ,n.o (II. 20) 

B, 1. q = general star, q' = star of higher symmetry, 
qo = general star 

Due to (111.24) of Ref, 12 we must find n., I P(q, q'; qo) I 
orthogonal vectors. For this purpose it suffices to con­
sider the norm of the following vectors: 

{-B~(O,i!)(."iI'): (O,ilo)(2:2"C'),' (a a')EP(q- q-'.q-). _,_ - " 0, 

C'= 1, 2, ... ,n.,}, (II. 21) 

II B-(O, iI)(.',il'): (0, iio)(2: 2', c') 112 = a~ ii" iI "[iI .. ( '») = 1 ! ~(2)+ (!!). 0+"" (~)+" a , 

for all ~,~')EP(q,q';qo) and c'=1,2, ... n." (II.22) 

where we have already used the symbol a for the identi­
ty representation of pi! =pilo = {e} and omitted super­
fluous indices. We obtain for the scalar product (1.6) 
of elements of (II. 21) the following expressions: 

l
(O~'iq) (K', q') (0, qo) ~i;~~' e') ( 

~[,d' e ~ 
(K',q') (O,qo) ~i;~~' e,){. 

~5, d' e ~ I' (0, q) 
= ali 

~i 
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(II. 23) 

(a; a', e')l 
- - =IR~:c' (e) = 0d'c" 

'!',d' e 

(II. 24) 

Hence we have to choose 

UJ = ~;~', c') for all ~,~')E::P(q, q'; qo) and (II. 25) 

e'=I, 2, ••• , n., 

as a multiplicity index, because (II. 23) and (II. 24) 
guarantee the orthogonality of the corresponding vec­
tors. Therefore, the corresponding CG coefficients 
turn out to be 

2',ri' e 

for all ~,~'lE.p(q, <i'; Cio) and e' = 1, 2, ... ,11., .(II. 26) 

The remaining CG coefficients follow immediately with 
the aid of (I. 9), 

(K',q') (O,qo) 

2', d' ~o 

= a!'~0!!6i1'0"' ,~o~')B:~,*!~o)B~,!! (Qo)Bi:,~,~o) 
XIR~:c·0",-l~o~·), ~oEP. (II. 27) 

B. 2. q = general star, q'= star of higher symmetry, 
qo = star of higher symmetry 

According to (III. 43)-(III. 45) of Ref. 12, we conSider, 
for the same reasons as before, the following set of 
vectors, 

{ B(O,il)('"iI'); ('0' ilO)(X2:X!!'x,-l, c') '(a a'lrc.P(q- q-'.q-). XEPO' !Q • _, _ " 0 , , 

e'=1,2, ... ,n.,} (II. 28) 

where we have already used (III. 29) of Ref, 12, i. e. , 
X'E pr. The norm of all I P(q, q'; qo) I n.,1 plio I elements of 
(II. 28) takes the same value, 

II B~~' ii)(K', ij'): ('0' <lo)(X!!: X!!' ,,' -I, c' );11 2 

n. n. 
=~ Oij(X!!1+iI,("!!,,,,-l), ijo+ iHiI(x!!.)+iI'(X2,,,,-1») =iW 

for all ~,~')E P(q, q'; qo) and e'= 1,2, ... ,n.,. 
(II. 29) 

Now we are confronted with the problem of finding by 
means of (I. 6), I P(q,q';qo) In.,n. o orthogonal vectors. 
Inspecting the scalar product of two such vectors we 
find 

j (0, q) (K', q') 

( X~j ea 

( 1, 'a . va' V,-l e') ~ 
_h _i, , ~ 

(y a . va'y,-l e' 'J 
, _h· _i , ~ 

ea ~ 
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~BifO*( -1)B4 (,,-l)B/f' ( -1) = 1 P'o 1 !,~ XV X!!,l'2 X} %~'r'-l, y!!'y'-l XY 

for all ~,.£:')EP(q,q,;qo) andx,YEP'o. (II. 31) 

Thereby we have to note that (II. 31) reduces to (11.29) 
if x = .1' and d' = e', since the first equation implies 
x'=y'. In case we can find n.o group elements XiEP<!O, 
i = 1, 2, .•• ,n.o' such that 

it follows from 

Xi=Xj< ""xi=xHEP<!'), 

ffi~:c' (c) = 0d'c' , 

(II. 32) 

(II. 33) 

(II. 34) 

that we have solved the multiplicity problem. We can 
choose 

W= (xi.£:;X t.£:'xr1, e') for all (a,a')EP(q,q';qo) 

i=1,2, ... ,n.o 

e'=1,2, ••• ,n., (II. 35) 

as the multiplicity index, since (11.30), (II.32), and 
(11.34) guarantee the orthogonality of the corresponding 
vectors (II. 28) with respect to the multiplicity index 
(II. 35). 

Presupposing that we have found n.o group elements 
X/EP'O satisfying (11.32), the CG coefficients are imme­
diately obtainable with the aid of (I. 8), 

(K',q') (Ko,qo) W=(X/.£:;X i'£:'xr
1
,e,)) 

l',d' !!.a 

= (~)1/2 ~i!o(e. Ta-lx-Ile)~i!' (T', TO-1x-1a') 
\1 P'o 1 - - - - - I_ 

x B;;o* (Ta-1x-1)Bi! (Ta-1x-1) -!,,! __ i !,Xi~ _ i 

XBii' (.1 -1) =K' (,-1 -1 -1 ,) =·0* ( -1 -1) !. x/~' x!-l Ta x I ll~d'c' l Ta x/a ll~aa Ta X/ 

for all ~,~')EP(q,q';qo) 

i=1,2,oo., n.o e'=1,2, ... , n.,.(II.36) 

The remaining CG coeffiCients have to be determined 
by means of (I. 9), 

(O_'Tq) (K',q') (Ko,qo) W=(xi~;XI~'Xrl,C')) 

\ l',d' ~o,j 

(IT. 37) 
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-+ -+, -+ 

C. 1. q,q = stars of higher symmetry, qo = general star 

Due to (III. 50) and (III. 51) of Ref. 12 it suffices to 
consider the vectors 

{B~·,iI)(K',i!'); (Q,i!o)(!!'C;!!',c'): ~,~') EP(q,q';qo); 

c=1,2" .. , n., e'=1,2, ... , n.,}, (II. 38) 

whose norm is given by 

II B(·,i!)(K',i!'); (O,iloHa.c;a',c')11 2 - ° ,. -1 
! - - - q(!!).if'(!t),·o·..,[Q(!!)·iI'(!!'»)- , 

for all ~,.£:')EP(q,q,;qo), c=1,2, ... , nK , 

c' = 1,2, .•• , n." 

(11.39) 

In order to find m(.,i!)(.',lf'); <0'.0) = 1 P(q,q';qo) In.n., 
orthogonal vectors we have to investigate the scalar 
product for vectors of the set (11.38), The scalar pro­
duct (1.6) turns out to be 

~(K,q) (K',q') (O,qo) ~J,e;~J,e')? 
t~hd £j,d' e ~ 

d' , c' = 1, 2, •.. , n., , (II. 40) 

~(K,q) (K',q') (O,qo) ~,c;.£:"e')( 

t£,d £',d' e ~ 
= R~c(e)ffi~c' (e) = 0dcOd'c" (11.41 ) 

Hence we can choose 

w=~,e;£',c') for all (a,a')EP(q,q';qo)' 

c=1,2, ... , n., 

c'= 1, 2, ... , n." (11.42) 

as a multipliCity index, since (n,40) and (11.41) 
guarantee the orthogonality of the corresponding vec­
tors. Therefore, the CG coefficients take the form 

for all ~,.£:')EP(q,q,;qo), c=1,2, ... , n •• 

c'=1,2, .. " n." (11.43) 

and the remaining CG coefficients must be calculated 
by means of (I, 9), 

l',d' .':!:o 

= ~\~,£o~)~<1' <2:',~o.£:') B:~.*!~o)B~,!!~o)B~:,!!, ~o) 

x m~c(:~:-l.£:oa)ffi~:c' (2:,-1£0£'), £OEP, (11.44) 
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C. 2. q,q' = stars of higher symmetry, qo = star of 
higher symmetry 

For the sake of simplicity we assume for the follow­
ing that 

(II. 45) 

is satisfied, which implies, however, no loss of 
generality, since orthogonality with respect to different 
pairs of P(q, ql; qo) can be achieved completely in the 
same way as for all previous cases. First of all let us 
recall (II. 9), (III. 59), (III. 62)- (III. 64), and (III. 56) 
of Ref. 12, 

x,_p~,a':ilD <-='xa=az d I I I an X!! =!! z , 

r.2i = 1'i!!Z?CP; P! with z jCpii, 

!!k = /'k!!'Zr1C.p: pO' with Z~LpO' , 

(II. 46) 

(II. 47) 

(II. 48) 

(II. 49) 

(II. 50) 

where [according to (II. 45)1 for the fixed pair ~,!!') 

q~) + q/(a') =qo + Q[q0:) +ql0: /)l (II. 51) 

is satisfied. Because of (III. 68) of Ref. 12, it is sug­
gested that it is suffic ient to conSider the set 

{B-«'~)«',iI'); (Ko,iio)(vjaz~l.c:v.cr·z',-I,c')' 7' ,.: .. ,..,no. ,..,n,i!"i!O !a - J )- ) • 'jC j-J"'" • r~Jrt' , (II. 52) 

c=1,2, .• o, n •• c l =1,2, ••• , nK,} 

in order to be able to find III (K, iiHK', iI'); ('O' ilo) orthogonal 
vectors. In this connection let us remark that even for 
this case (being, of course, the most complicated one 
when space group CG coefficients should be determined), 
the proposed method gives rise to essential simplifica­
tions. One of these Simplifications (being a consequence 
of the wave vector selection rules) is, that we have to 
only consider I pilo: ~,~::ilOln,nK" vectors instead of 
I P: P I II, I P: pif.' I nK, i~ -order to find m(K,<!)(K',i!'): ('o,ilo) 
orthogonal vectors. The components of the elements of 
(II. 52) are given by (1.3) and their norm by (L 5), 

x :0 t:,qO{£, i3~)t:,iI(2", P!!j)t:,i!'(2"I, i3!!j) 
BEpilo 

d' = 1, 2, ... , nK" 

II B~~' iI)(K', iI'); (KO' ilo)(!!j' c: ~'J' c') 112 

676 

= ':!'JL 0 B~~; (x)B~j' !!j(x)B~,!!j (x) 
I piO I xE R<I, ~': ilo 

2,~ 

x R~c~jlX!!J)R~:c' 0:rlx!!nR~g* (x), 

for all VJEc~:~:<lO, c = 1, 2, ••• , nK , 

c'=1,2, ... , nK" 
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(n.53) 

(n. 54) 

have to inspect once more the scalar product (1.6) for 
vectors (n. 52), 

j(K,q) (K',q') (Ko,qO) ~!,C;!!J,C/)( 

!! .. d '!.~, d ' ea ~ 
_~ '6 t:,qo~, ~)t:,<l0:", P~j)t:,<r0:~, f3!!J} 
- ·IFro!8E pilo 

XBlto* ({3) Bo.: (r~) BO (p) IR' (a- j p.~ ) 
!t! CJ.k'iJ.j f--! ak'~ de _I( ~J 

X R~:c'0:rl!3!!J)R~g*(,B) for all v" VkEpOO: ~:~:lto, 

d,c=1,2, ... , n., d',c'=1,2,ooo, nK ,. 

(II. 55) 

Therefore, we have to note that for even the most com­
plicated case we are able to derive a simple defining 
equation for the multiplicity index. In case we can find, 
with the aid of (110 55), just 1/1 (K, i!)(,', ii'); ('0' <1

0
) pairwise 

orthogonal vectors the corresponding indices can be 
chosen as mult iplic ity index. 

(II. 56) 
Consequently the whole set of CG coefficients can be 
readily calculated by means of (1. 8) and (I. 9). 

However we have to realize that for the most compli­
cated case (apart from special cases which shall be 
discussed in the following) the scalar product (II. 55) 
(being the key equation for fixing the multiplicity index) 
yields further information, if and only if the space 
group and its unirreps are explicitly known. Therefore 
we cannot expect for the general case to find general 
formulas (such as for A. 1 and A. 2; B. 1 and B. 2 and 
C. 2. a) for the multiplicity index without specification 
of the space group with its unirreps. 

C. 2. a. q,q ',qo = stars of higher symmetry; 
pii.q>lo = {e} 

(J,a 

Presupposing that (n.45) is valid, we have to con­
sider the set 

c=1,2, ... , n" 

c ' =1,2, ... , n,,}, (n. 57) 

whose order is equal to I pi!o I n,n.,. In order to simplify 
the following considerations we have to take in some 
way the corresponding version of( III. 67) and (m.68) 
of Ref. 12 into account. The norm of the elements of 
(II. 57) follows from (II. 54). 

(n. 58) 

In order to find m (.,<1)(.',<1'): ('0"0) = n.n.,n.o pairwise 
orthogonal vectors we inspect the scalar product (II. 55) 
for the elements of (n. 57) by inserting for u" !!J and 
~k' :!., the notation (II. 49, 50), -
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(II. 59) 

Because of ~:~;~o={e}we obtain, as a consequence of 
the generalized Kronecker deltas, that 

Hence 

1"'Q) 
~k,rl 

(K', q') (KO, qo) i9.,. c;~j. c') \ 

~"ri' ea -

x lR~c (ZkZjl) R~:c' (z,z rl )JR~a* (x pjl), 

for all Xj,xkEpilo, 

(II. 60) 

(11.61) 

thereby we have to note that x I = X J implies z 1 = Z J and 
z[ = zj. Now in case we can find n.o different group 
elements xj<c.P!o satisfying 

lR.:g*(l:jxjl)=OjJ for all i,.i=1,2, .• o ,n.o' 

it follows from 

Xi =X J < >Zj =Zj and z[=z~, 

lR.~c(e) = 0dc and JR~:c' (e) = 0d'c" 

that we can choose as multiplicity index w 

7/'- (x az-1 C'X a'z,-1 c') ,,- ~ 1- I, , 1_ 1 , 

foralli=1,2, •.. ,n'o,c=1,2, ••• ,n., 

c'=1,2, ••• ,n." 

(11.62) 

(II. 63) 

(11,64) 

(II. 65) 

since (11.62)- (11.64) guarantee the orthogonality of the 
corresponding vectors. The CG coefficients are ob­
tained immediately with the aid of (I. 8), 

2',d' ea 

( 
nKaO \/2 0 ~~o~, f3~)~~(2' ~I)~~'(::" f3~n 

I poi) IlEP~O 

x B:~; (J3)~'!!1 (f3)B~. aj (i3)lR.~c(r1 ~I) R~:c' (::,-1 f3£n 

x R:g* (is), (II, 66) 

The sum on the right-hand side of (11.66) reduces to a 
single term [compare (II,61)], if T=xaz-1 (ZEpiI) and 
T'=xa'z,-1 (Z'E~') with XEpilo, o;is otherwise zero, 
The remaining CG coefficients can be readily calculated 
with (1.9). 

C.2.b.q,q',qo = stars of higher symmetry, pq,q';qo =pqo 
a,a 

This implies, because of 
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p~.iI',; ~o = apila-Ina' piI' a,-In pilo = pilo, 
2·!! - - - -

(11.67) 

that the corresponding set (II. 52) is given by 

{B(K. <f)(K'. <I'); (KO. <lo)(!!. C;!!'.c'). c=1 2 n' 
!d . " ••• , 1(, 

c'=1,2,.", n •• }. (II, 68) 

Due to (11.45) the pair (a, a') is fixed. Now it is obvious 
that the task to fix the multiplic ity index is resolved 
into a simpler problem, since the order n.n.' of the set 
(II. 68) is essentially smaller than I P: pill n, I P: ptt In", 
Due to (II. 54) we have 

II BJ~' <1)(.'. <I' ); ('0. <lo)(!!.' c;!( • c' ) 112 

=~ 6 B~~;(f3)B~.!!.(i3)B}.2' (f3) (JR~c{£-16£} 
I [flo I Be pi!o 

x JR~: c,~,-1 ~')~a* (f3) 

forallc=1,2,o .. ,n.; c'=1,2, .•. ,n", (11.69) 

and the In (', '1>(.',0'); (KO' <10) pairwise orthogonal vectors can 
be found by means of the simple formula 

l(K,q) (K',q') (Ko,qO) ~,c;£"C')i 

£,d ~',d' ea \ 
; 

=~ 0_ B:9;(i3)B~.!!.({3)B~:,!!., (f3)lR.~c0:-I~) 
I pAo I 8<epqO 

xIR~;c'(~,-1 f3~')JR~a* (/3), (11.70) 

d,c=1,2,ooo, '1. d',c'=1,2, ... , n.,. 

In case we can find m(K,Q)(.',il'); (Ko.ilo) pairwise orthogonal 
vectors with the aid of the scalar product (11.70) the 
multiplicity problem is solved and the CG coefficients 
have to be determined by means of (I. 8) and (I. 9). 

We conclude this section by considering the special 
case 

(11.71) 

of (II. 67), which of course does not reflect the general 
situation where at least one of the two left coset repre­
sentatives must be different from the identity element 
e, so that lio belongs to ~Z. Equations (II. 69) and 
(11,70) take the simple form 

(n.72) 

~(K,q) 

l ed ~,d' ea 

(11.73) 

which represents a simple example that the general 
formulas (n.36) (II. 38) and (n.39) of Ref. 1 must be 
applied to the projective point group unirreps. This 
application of the above-mentioned formulas of Ref. 1 
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shows directly why we have generalized our method to 
projective representations. In this connection we have to 
realize that we need this generalized procedure in 
some way, since otherwise (1.3), (I. 5), (I, 6), (I. 8) and 
(1,9) cannot be derived. We conclude from (11.70) that 
only for the special case (n.67) is the problem of 
determining the multiplicity index completely reduced 
to the multiplicity problem for (projective) point group 
representations. 

CONCLUDING REMARKS 

In the preceding sections we have demonstrated how 
useful and practical the present method is for deter­
mining quite generally space group CG coefficients, 
Thereby we have shown that without reference to a spe­
c ial space group the multiplic ity index and the corre­
sponding CG coefficients can be determined immediate­
ly for nearly all cases, Even for the most complicated 
case, we were able to derive simple formulas which 
allow us to identify the multiplic ity index with spec ial 
column indices of the Kronecker product. However 
for the last case we must specify the space group with 
its unirreps in order to be able to actually carry out 
the calculation of the CG coefficients. But in compari­
son with other methods we have to note that apart from 
special cases there enter different pairs of left coset 
representatives ~v,~~)E:P(q,q'), which are connected 
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by elements of p~o, when fixing the multipliCity index. 
Finally it should be noted that the considerations con­
necting the multiplic ity index conversely prove the 
correctness of the multipliCity formula, 
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Clebsch-Gordan coefficients for Pn 3n 
R. Dirl 
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A general method for calculating Clebsch-Gordan coetTtcients is applied to determine such coefficients for 
the nonsymmorphic space group Pn 3/1. 

INTRODUCTION 
In the previous paper' we specialized our general for­

mulas of Ref. 2 to space group representations. In particular 
we showed how the CG coefficients can be determined quite 
generally by using projection techniques and by a special 
manner of choosing the multiplicity index. In this paper we 
shall give the results of calculation of CG coefficients for 
Pn3n. Thereby we consider examples which belong to the 
various cases which have been discussed in the previous 
papers.l.l 

The organization of the material of this article is as fol­
lows: In Sec. I we summarize the notations and definitions 
concerning Pn3n and its representations which are needed 
for the following. Furthermore we list the examples we want 
to consider. The corresponding multiplicities are calculated 
in Sec. II. In Sec. III we actually determine the multiplicity 
index for the various examples. The corresponding CG coef­
ficients can be readily obtained by means of the general for­
mulas of Ref. 1. 

I. DISCUSSION OF VARIOUS CASES: 
DEFINITIONS AND NOTATIONS 

We choose Pn3n as an example in order to show how 
the present method works when determining the multiplic­
ity index of space group CG coefficients for various cases. 
For this purpose we recall some definitions and notations 
which concern the nonsymmorphic space group Pn3n. We 
choose the lattice constant of the crystal as one which can be 
done without any loss of generality. Furthermore we define 
by 

;(n) =0, for all nE&', 

;(In) = (~,~,~), for all nEt!, 

(1.1) 

(1.2) 

as non primitive lattice translations where the group element 
I of the point group & h denotes the inversion. In this con­
nection we mention that we hereafter use the notation of Ref. 
4 for the elements of the point group &' h' respectively, ele­
ments of the fundamental domainLiBZ of the corresponding 
Brillouin zone, 

LiBZ: = [ q = 1T(X,y,z):X,y,XE[0,IJ 
and I;;.y;;.x;;.z;;.OJ. (1.3) 

The orthogonal 3 X 3 matrices D (a); aEP~G IT which es­
sentially enter into the definition of the groups of the q vec­
tors (respectively, their homomorphic images pq~GqIT) 
can be readily obtained from Table 1.4 of Ref. 4. Complete 
sets of projective matrix unirreps with their corresponding 

factor systems of the little cogroups P q are listed in fuIl detail 
in Ref. 5 for all points of the surface of LiBZ and for some g's 
lying inside of LiBZ. 

It is obvious when calculating CG coefficients for any 
group that the explicit knowledge of the corresponding unir­
reps is required in some way. This implies for our case that 
we have to know~ not only the projective unirreps of the 
little cogroups P g, but als~ to fix a corresponding set of left 
coset representatives P : P g. In doing so we are in fact able to 
calculate, by means of the present method, the space group 
CG coefficients. 

In the following we want to consider several examples 
which belong to the cases A.2, B.2, C.2, C.2.a, and C.2.b of 
Ref. I. The reason for not investigating the cases A.I, B.I, 
and C.I is that we have already solved the multiplicity prob­
lem for these cases without any reference to a special space 
group, so that a discussion would be trivial. 

Now we list some examples which belong to the cases 
A.2, B.2, C.2, C.2.a, and C.2.b of Ref. 1. If necessary for the 
following consider~tions we shall also write down the corre­
sponding set P: pq ofleft coset representatives whose ele­
ments, for the sake of simplicity, will not be underlined in the 
following. 

Case A.2: g,g' = general stars, go = star of higher 
symmetry 

-> 

q = 1T(x,y,z)EL1BZ¢::::::>I >y>x>z>O, 
-> 

q'=1T(1-x,l-z,I-y)EL1BZ, 

go = :qR = g + g'(adj) = 1T{1,I,I), 

1 
-> -> 

q'(O'df)=D(O'<!/)q', D(adf)= 0 

o 0 
o 1, 

o 0 

pq = O'dfpq'adf= IE), p R = &' h' 

P (q,g';go) = I (E'O'df) J. 

(1.4) 

(I.5) 

(1.6) 

(1.7) 

(I. 8) 

(1.9) 

In order to convince ourselves of the correctness of (I. 9) we 
have to observe that the same arguments hold as for (111.47) 
of Ref. 1. 

Case B.2: g = general star, g' = star of higher symme­
try, go = star of higher symmetry 

q = 1T(a, 1 - y,a - x)EL1BZ¢::::::> I > 1 - y > a> x> 0, 

(1.10) 

g' = 1T(x,y,0)EL1BZ, (1.11) 
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..... ..... ...,.. ...... 

qo = :q, = q + q'(ad ) = 1T(a,l,a), 

001 

D(ade)= 0 1 0, 

100 -
pq, = {E,C2c,ade,ay}' 

p (g,g' ;go) = {(E,a de)}' 

(1.12) 

(1.13) 

(1.14) 

(1.15) 

The proof of (1.15) is rather complicated and requires some­
what more extensive geometrical considerations concerning 
the wave vector selection rules. 

Case C.2.a: g,g',go = stars of higher symmetry, 
p g.g',;g" = (E ! 

U.U l 5 

g = 1T(x,1 - y,O)E.1BZ¢::=> 1 > 1 - y>x>O, (1.16) 

g' = 1T(Y,y,y)E.1BZ, (1.17) 

pq' = P f\ = {E,C 31 ,adb,ade,ad/}' (1.18) 

go = g + g' = 1T(X + y,l,y)E.1BZ, 

pq" = {E,ay}, 

P(g,g';go) = [(E,E) l· 
Thereby the proof of (1.21) is trivial. 

Cas~ <;::.2: g,g~,go = stars of higher symmetry, 
[E l cPq·q'.;q"cPq". a,a _ 

(1.19) 

(1.20) 

(1.21 ) 

We shall consider this case (containing Case C.2.b) in 
)rder to show how the present method works for the most 
complicated case. Thereby we investigate the whole CG ma­
trix and not only parts like in the previous cases: 

g = :~ = 1T(O,y, 0)E.1 BZ<= 1 > y > t, 
g' = :g,l = 1T(0, I - y,O)E.1BZ, 

pq = pq' = ptl = {E,C2y'C 4~ ,ax,az,adc,ade} 

P:P q' = {E,C 4-; ,C 4~ ,I,IC 4-; ,IC 4~}' 

(1.22) 

(1.23) 

(1.25) 

Now we admit all possible cases which must be considered, if 
the whole CG matrix shall be calculated. Three cases occur, 

Case (i): 

go = :gx = g + g' = 1T(O,I,O)E.1BZ, (1.26) 

pq" = px = [E,ll Xptl, (1.27) 

P i.t/I" = P tl C P x=?p q,,:p i.t/IO = p x:p tl = [E,I l. 
(1.28) 

Of course this case belongs to the most general one. 

Case (ii): 

go = :g~ = g + g'(/) = 1T(O,2y - I,O)E.1BZ, (1.29) 
-1 0 0 

g'(/) = D (/)g', D(/)= 0 -1 0 (1.30) 

0 0 -1 

pq" = ptl = Iptl/, (1.31) 
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p~3;q" = ptlnIptllnP q" = pq" = ptl. (1.32) 

This example belongs, because of (1.31), to the special case 
(11.71) of Ref. 1. 

Case (iii): 

go = g + g'(C 4~) = 1T(1 - y,y,O)E.1BZ, 

o 
(1.33) 

o 
g'(C4z)=D(C4~)g', D(C 4z )= -I ° 0, (1.34) 

o 0 
-

p4' = [E,az )' (1.35) 

p q.q.;q, = P tlnC - P tl (C - )-lnP q" = P q". (1.36) 
E,C 1 4z 4z 

This is just an example for Case C.2.b. 

It should be noted that we have restricted in (1.22) the 
variabley. This however implies no loss ofjenerality, but 
guarantees merely that the corresponding qo's belong to 
I1BZ. 

II. MULTIPLICITIES FOR VARIOUS CASES 

The next step of the method is to determine the multi­
plicities for the cases which we want to consider. For this 
purpose we list again our cases. Thereby we use for the equiv­
alence classes K of the projective unirreps of pq the same 
symbols as in Ref. 5. 

Case A.2: Ko = (p. = 4)tt" h (six-dimensional 
unirrep). 

Because of (111.19) of Ref. 3 and (1.9) we obtain for the 
corresponding multiplicity, 

m - - --6 (O.q)(O,q');(K",q,,) - . (11.1 ) 

Therefore, we use once again the symbol 0 for the identity 
representation of P q, respectively, P q,. The reason for choos­
ingjust Ko = (p = 4)t (j' h is that this is the most complicated 
case. 

Case B.2: Ko = (O)t P' (two-dimensional unirrep). 

According to (II1.45) of Ref. 3, (1.11), and (1.15) we 
obtain for 

m(O.q)(K',q');(K".q) = 2 (K' = fixed), (11.2) 

since (1.11) has as consequence that the two possible inequi­
valent vector unirreps of P q' must be one-dimensional. That 
the unirreps of P q' are ordinary vector representations is due 
to the fact5 that the factor system S q reduces to one for every 
q which does not lie on the surface of I1BZ. This is a fact 
which shall be used often for the following cases. 

Case C.2.a: KoEApy (one-dimensional unirrep) 

For this case we have to apply (111.85) of Ref. 3 and 
(1.15), 

(11.3) 

Thereby we have already used n K = nKo = 1. Furthermore it 
is well known that for pA = C3v there exist two inequivalent 
one-dimensional and one two-dimensional vector unirreps. 
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Taking n
K

" = 1 into account, the determination of the multi­
plicity index is due to (11.62) and (11.64) of Ref. 1 trivially. 

Case C.2: At the beginning we list a complete set of 
unirreps of pi!. and px which have been calculated in Ref. 5. 
For the sake of brevity we write down these sets for appropri­
ately chosen sets of generating elements. 

The vector unirreps of pi!. = C4Jorthe set! C 4t ,axl of 
generating elements are given by [see (5.25)-(5.27) of Ref. 5] 

R11:f.L=0,I C 4t-I, ax-(-I)!', (11.4) 

11 O· 
(11.6) 

The occurence of vector unirreps for pi!. is due to the fact 

that the factor system S i!. reduces to one, since q = ~ does 
not lie on the surface of .JBZ. 

Because of the general theory of space group represen-

tations we have to consider for ii x projective representa­

tions. These projective unirreps written down for the set 

! C 4; ,(Tx,! I have the form [see (5.33), (5.35) and (5.36) of 
Ref.S] 

lR(K,p)IP':K = 0,1, f1 = 5: 

~I,ax-I~ 0·1, 
-I 

11 KI i 0' I_( - 1) 0 
1

- i 
C+-

4y 0 
(11.7) 

lR(P = o)rp': 

C4;-I~ ~I, ax-I~ - 1\ 
o ' 

1

- 1 0 1 C+-
4y 0 - 1 ' 

I-I~ -; l 
For the following we consider the case 

K=K'=f.L=5 (EA p .). 

Hence due to (11.8) of Ref. 3, 

dim{D Vi = 5,g.)rG ®D Vi = 5,q~)lG} 

= IP:Pi!. In,IP:Pi!. In, = 144 

" m ~ ~. ~ I P:P go I n L (5,q")(5,q.);(K,,,qo) K" 

g"Ei!.BZ 

IfoE.4"" (."") 

(11.8) 

(11.9) 

(11.10) 

(11.11) 

must be always satisfied otherwise the muItiplicitie~ would be 
incorrect. Since there occur three cases (i)-(iii) for qo, we have 
to calculate the corresponding multiplicities. 

Case (i): In this case we have to inspect the general for­
mula (111.83) of Ref. 3. We obtain with the aid of (1.12) of 
Ref. 3, (1.1), and (1.28), 
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The characters of D 'of P Ll are easily obtained by using (11.6) 
and the multiplication law of pi!.: 

C 4; C 4; = C2Y' C2ya x = a z, 

(C 4; )' = C 4~ , C 4; ax = a dc' 

C 4~ax = ade , 

X'(E) = - X'(C2y) = 2, X'(x) = 0, 
otherwise. 

(11.13) 

(11.14) 

Together with the characters of (11.7-9), formula (Il.12) 
yields 

m(5,g»(5,q~);«K,Ji = 5)IP',g,) = 0, K = 0, I, 

m - - ~ =2 
(5,q.)(5,q~);(Vi ~ 0) I P ',q) , 

m - ~ - -2 
(5,q»(5,q~);(VI ~ 2)1 P ',g,) - , 

(11.15) 

(11,16) 

(11,17) 

Case (ii): Due to (111,87) of Ref. 3 we obtain by means of 
(1.12) of Ref. 3, (1.1), (1.32), and I Xl = x for the 
multiplicity, 

1 
m(5 - )(5 -')( g") = - L X5(X)X'(x)XK,,*(x). (11.18) 

.q~ .q.<1' Ko. 4 8 XEP..J. 

Inserting the characters of (11,4--6) in (11.18) we arrive at the 
results 

m - ~ - =0 
(5,q,,)(5,q~);(5,q';:) , 

m( - (5~,){ .. -,,)=I forf.L=0,1,2,3. 5,g,,) ,g. ;V",g" 

(11.19) 

(11.20) 

Case (iii): By using (1.35), (1.36), (1.1), and the cparac­

ters of the two one-dimensional vector unirreps of P g", 

R K:K = 0,1 az-( - 1)"" (11.21) 

formula (111.87) of Ref. 3 turns out to be 

m(5,g.)(5,q~);(K,q,,) = + L X'(X)X5(X)X
K
*(x), 

XEI E,IT,I 

(11.22) 

where also C 4~ azC 4-; = a z has been taken into account. 
Therefore, 

m(5 ~ )(5 q-')'(' ~) = 2 for K = 0,1. ,q.<1 '.<1, JI.,qn (11,23) 

Now it is easy to prove the correctness of (II, 11), 

III. MULTIPLICITY INDEX FOR VARIOUS CASES 

As already pointed out the key problem is to solve the 
multiplicity problem when calculating CG coefficients. In 
case we can fix the multiplicity index w by means of the 
proposed method, the corresponding CG coefficients are im­
mediately obtainable with the aid of our general formulas 
(1.8) and (1.9) of Ref. 1. Therefore, we focus our attention to 
the determination of the multiplicity index, 

Case A.2: Due to (11,11) of Ref. 1 and (11,1) we have to 
solve the pro~lem whether we can find six group elements 
x,Ed h (= pq,,) such that 

lIl>(p=4)r //I ( --I) - ~ "- 12 6 (1111) ""II [/h XiX; -Vii' lJ- " ... , ' 

is satisfied, where we have chosen a = 1. A simple inspec-
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tion of the six-dimensional projective unirrep of fi' h [see 
(S.23) of Ref. S] shows that the following six group elements 
satisfy (lII.!): 

x, =E, 

x, = C 3 'I' x, = C 2"C 3
1
1 ' (III.2) 

x,=I, x,=C1"C/II. 

Therefore, we can choose as multiplicity index 

W = (Xj;XPdj)' j = 1,2, ... ,6. (1II.3) 

Case B.2: In this case [because of(II.32) of Ref. 1] we are 
confronted with the problem of whether we can find two 
group elements x,EP' such that 

IR(O)IP(X'y 1)=8 iJ'= 1,2 
11 ""j Ij' (III.4) 

is satisfied. In Ref. S two equivalent projective unirreps of P S 

have been calculated. For (S.S7) of Ref. S we can choose 

x,=E, x,=ay' (I1I.S) 

and for (S.62) of Ref. S 

x,=E, x,=ad <" (III. 6) 

as group elements of P' satisfying (I1I.4). This example 
shows as already pointed out, that the determination of the 
multiplicity index (and therefore of the corresponding CG 
coefficients) always depends on the explicit form of the space 
group unirreps. The multiplicity index turns out to be 

W = (xi;xp d..), j = 1,2, (1II.7) 

where the elements Xj have to be taken either from (IlLS) or 
from (111.6) depending what projective unirreps for P' is 
used. 

Case C.2.a: This case is trivial because of (11.62) and 
(I1.64) of Ref. 1. Consequently, 

W = (E;E,e'), e' = 1,2, ... ,n
K

" (111.8) 

where we have suppressed the superfluous column index 1 of 
the one-dimensional unirrep R K. 

Case C.2.(i): As already pointed out this case belongs to 
the most complicated kind which may occur, when calculat­
ing CG coefficients. Because of (II. IS)-(II. 17), we have to 
consider only vectors of the kind (II.S2) of Ref. 1 which 
belong to the unirreps Vt = O)tP X and Vt = 2)tP X of px, 
For both cases we must find two linear independent vectors. 
According to the proposed procedure we have to calculate 
(II.S4) of Ref. 1 for the corresponding vectors as first step. 
Thereby we have to take (1.28) and (1.12) of Ref. 3, (1.1), and 
(11.6)-(11.9) into account. 

We start with the case Vt = O)tP X
, which decomposes 

into two subproblems according to [compare (II.S4) of Ref. 
1 ] 

(111.9) 
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{

O' 
I, 

1, 

0, 

e = e' = 1, 

e = l,e' = 2, 

e = 2,e' = 1, 

e = e' = 2. 

(111.10) 

Inspecting the scalar product (lI.5S) of Ref. 1 for the vectors 
which belong to e = 1, e' = 2, and e = 2, e' = 1, we obtain 

{(S,q4) (S,q~) I (Vt = O)tPx,~) (E,I;E,2)} 

E,2 E,1 E,1 

+ I R ~](x)R i2(X)IR~=011P'(x)* = 1, (lII.ll) 
XEP.J 

which implies 

B(S,q,)(5.q~);«,u - 0) 1 p '.4,)(E,] ;E,2) 
1,.1 

= B(5,QJ )(S,(j:, );«,11 = 0)1 P ',(j,J(E,2;E,]); (111.12) 

that both vectors are identical. Analogously [in accordance 
with the second possibility of (III.9)] the corresponding ex­
pressions turn out to be 

{

O' 

IIB~}'I(S'4~1;«1l ~ 0)1 P ,.q')(I.C;/,C')II' = ~: 

0, 

e = e' = 1, 
e = l,e' = 2, 

c = 2,e' = 1, 

e = e' = 2, 
(III. 13) 

(S,q~) I (Vt = O)t PX,~) 
1,1 E,1 

(1,1;1,2)} = 1, (111.14) 

B(5,q,I(S.q~);«j1 ~ 0)1 P '.q,)(I, 1;1.2) 
E.] 

(III. IS) 

Now there remains the problem whether the vectors (111.12) 
and (III. IS) are orthogonal or not. Inspecting (11.5 S) of Ref. 
1 we obtain for 

since 

(S,q~)\(Vt = O)tPX,q) (E,I;E,2)} 

1,2 E,1 

= + x~J B i~(lx)B ~'E(Ix)B h(lx)R i ] (x)R i2(X) 

1R~ ~ <J)1 P'(Ix)* 

=0, 

1ll>v],]=O)IP'(Ix)=O," EC+ C ~ lor x = , {v' 2y (111.17) 

Hence we can choose the special column indices 

W = (E,I;E,2) and (1,1;1,2) (111.18) 

as the multiplicity index w. Because of (111.10) and (111.13) 
the vectors (111.12) and (III. IS) are already a part of the 
columns of the CG matrix. The remaining CG coefficients 
can be readily calculated by means of (I. 9) of Ref. 1. 

For the case Vt = 2)tPX we proceed in completely the 
same way, 

II-->B(5.q,)(S.q~);(V' = 2)1 PX,q)(E,c;E,c'l II , = " , = 12 
U ee" C,C ,. 

(III. 19) 
As in the previous case we obtain for the scalar product of 
the two vectors (e = e' = 1 and e = e' = 2) one 
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{
(5,q,j ) 

E,I 

(5,q~)I({Jt = 2)tPX,q) 

E,I E,I 

Therefore, 

B(5.q.)(5.q~);«1' ~ 2)1 P '.q,)(E.I;E.I) 
E.I 

_ ..... B(5.q.)(5.q~);«,1L ~ 2) 1 P "q .)(E.2;E.2) 
- E.l • 

(E,2;E,2)} = 1. 

(III.20) 

(IIUI) 

Considering the second case we obtain, due to (III.9), 

IIB(5.q.)(5.q;);({jl ~ 2)1 P "q,)(l.c;l.c·) 112 = D. c c' = 1 2 (III 22) 
E.l cc" , , . 

(5,q~) I ({Jt = 2)i PX,q) 

1,1 E,I 
(1,2;1,2)} = l. (III.23) 

B(5.Q.)(5.q;);«,u ~ 2)IP'.q')(l.I;l.1) 
E.I 

_ ..... B(5.q.)(5.q;);({jl ~ 2)1 P '.q,)(l.2;l.2) 
- &1 . (III. 24) 

Because of the same reason as before [see (III. 16) and 
(111.17)], the scalar product of the vectors (111.21) and 
(III.24) yields zero, 

{(5,~) (5,q~)I({Jl = 2)iPX,~) 
1,1 1,1 E,I 

This implies that the column indices 

w = (E,I;E,I) and (1,1;11) 

(E,I;E,I)} 
=0. 

(IIU5) 

(III.26) 

can be chosen as a multiplicity index and that because of 
(III. 19) and (111.22) the components of the corresponding 
vectors (111.21) and (111.24) are already CG coefficients. 

Case C.2.(ii): Due to (11.19) and (11.20) we can restrict 
our considerations to vectors of the type (11.68) of Ref. 1 
which belong to the unirreps,u = 0,1,2,3 of p,j. Since the 
corresponding multiplicities are one, we have to look only 
for vectors whose norm is different from zero. By means of 
(I. 12) of Ref. 3, (1.29), (1.32), (I. 1), and (11.4)-(11.6), Eq. 
(11.72) of Ref. 1 turns out to be (for Ko =,u = 0,1,2,3 with 
N,u = 1) 

IIB~}A)( 5.q;);{jl.q~)(E.c,l.c·) 112 

= ~ I R ~c(x)R ~c' (x)R t~(x) 
8 XEPO 

0, C = c' = I, 

I C = l,c' = 2, 2' 

,u = 0,1, (111.27) 
I c = 2,c' = I, 2' 

0, C = c' = 2, 

I C = c' = I, 2' 

0, C = l,c' = 2, 

,u = 2,3. (111.28) 
0, c = 2,c' = I, 

I c=c' = 2, 2' 
(111.28) 
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Now there remains the task of showing that the correspond­
ing vectors are linearly dependent. 

..... B(5.q,,)(5.q~);{jl.Q;,:)(E.2;l. I) 
=Y E.I ' ,u = 0,1, (111.29) 

B(5.q.)(5.q~);(,IL.q~)(E. 1;/.1) 
E.I 

'->B(5.q.)(5.q~);{jl.q~)(E.2;1.2) 
=Y E.I ' ,u = 2,3. (111.30) 

A simple inspection of the scalar product (11.73) of Ref. 1 
yields 

{(5,q,j ) 

E,2 

(5,q~) I {Jt,~) (E,1 ;1,2)} 

1,1 E,I 

( - 1),u 
= --, ,u =0,1, 

2 

{
(5,q,j) (5,q~) I (Jl,q~) (E,1 ;1,1)} 

E,2 1,2 E,I 

(-I)Jl+I 

2 
,u = 2,3, 

(III.31) 

(111.32) 

which has as a consequence that the constants Y and y' must 
take the values 

y=(-I)Jl for ,u=O,I, 

r' = ( - 1)1' + 1 for ,u = 2,3, 
(III.33) 

which can also be proven by directly comparing the consid­
ered vectors. This implies that we can take the column 
indices 

w = (E,I;12) for,u = 0,1, 

w = (E,I;I,I) for,u = 2,3 

(III. 34) 

(III.35) 

as the multiplicity index. The CG coefficients itself must be 
calculated with the aid of(l.8) and (1.9) of Ref. 1. In this 
connection it should be noted that the same column index 
can be used as the multiplicity index for different cases. 

Case C.2.(iii): Because of(II.23) both unirreps D (K.qo)IG 

occur twice in the reducible representation 

D (5.q.)1G ® D (5.q~)IG. Therefore, we have to consider vectors 

of the type (I!.68) of Ref. 1 which belong to the unirreps R \ 
K = 0,1, of P qo = {E,uz l. When calculating (11.69) of Ref. 1 
we have to take (I. 12) of Ref. 3, (I. I), (1.36), (1.33), (11.6), 

(11.21), and C 4-; uzC 4~ = Uz into account 

II ..... B(5.q.)(5.q;);(K.qo)(E.c;c 4" 'C·)112 - I - 0 1 
E.I - 2' K - , c,c' = 1,2. 

(III.36) 

As our next step we investigate the scalar product (11.70) of 
Ref. I, 

{ (5,~) E,d 

(5,q~) I (K,qo) 

C 4-;,d' E,I 

(E,c;C 4-; ,C')} 
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This has, as consequences, 

B(5.q,)(5.4~),(.-.4,,)(E.I ,c •. . 1) 
E.I 

K = 0,1. 

- '-'B(5.q,)(.-.q~)'(5.q")(E.2'c •. ,2) ° 1 
- E.I , K= , , 

B(5,4,)(5.q~),(.-.q,,)(E.I ,c •. 2) 
E,I 

= (_ IyB~},)(.-·q~),(5.q")(E'2'c •. 1), K = 0,1, 

so that we can choose the column indices 

(III.37) 

(111.38) 

(III.39) 

w=(E,I;C';;,I) and (E,I;C 4-;,2) forK=0,I(III.40) 

for both cases (K = 0,1) as multiplicity index, since the scalar 
product of the corresponding vectors is, due to (111.37), zero. 
In this connection it should be noted that equations like 
(111.38) or (111.39) can be seen conversly as a proof of the 
corresponding multiplicity formula. The corresponding CG 
coefficients are readily obtained by using (1.8) and (1.9) of 
Ref. 1. 

CONCLUDING REMARKS 

It was the aim of this paper to show examples of the 
usefulness of the present method. We have shown that even 
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for the most complicated case the determination of the mul­
tiplicity index requires the inspection of simple equations. 
But in comparison with other methods·" we have to note 
that apart from special cases [such as (111.8), (I11.34), and 
(III.35), and (I11.40)] there enter different pairs of left coset 
representatives «(T",a',,)EP(q,q') [such as (III.3), (III.7), 
(III. 18), and (111.26)] when fixing the multiplicity index in 
terms of special column indices of the corresponding Kron­
ecker product. There~y we have shown that just the ele­
ments of the group P 4 play an essential role. 
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Resonances in one-dimensional Stark effect and continued 
fractions 

S. Graffi, V. Grecchi,a) S. Levoni, and M. Maioli 
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The Stieltjes type continued fraction (i.e., any diagonal Pade approximants sequence) of the perturbation 
series for the resonances of the so-called one-dimensional Stark effect converges to the resonances. 

I. INTRODUCTION 
The existence of resonances has recently been proved1. 1S 

for the hydrogen Stark effect, i.e., for the quantum mechani­
cal system described by the Schrodinger operator 
-.::.1 - Z Ir + Fx acting on L '(R 1). Here Z denotes the 

atomic number, F> ° the uniform electric field strength, 
and, as usual r = (x' + y2 + Z')1/2. 

In addition, it has been proved 1 that the resonances are 
uniquely determined by (divergent) time-independent (i.e., 
Rayleigh-Schrodinger) perturbation theory through the 
Borel summation method. All these results are currently be­
ing generalized to any atomic system, as announced in Ref. 
19. 

In this paper we deal with the one-dimensional Stark 
effect, described by the Schrodinger equation, 

( 
- d' m 2 

- 1 Z ) --+-----Fx ¢=E(F)¢, 
dx2 4x2 x 

m = 0,1,00', (1.1) 

acting on L 2(R.), where the existence of the resonances has 
long been known from the work of Titchmarsh. 2 

Equation (1.1) results from the separation of 
-.::.1 - Z Ir + Fx in parabolic coordinates; here m is the 

magnetic quantum number. The equation could also be ob­
tained by separating - L1 - Z Ir + Fr in polar coordinates: 
In this case m = 21 + 1. 

Equation (1.1) represents, of course, a very simplified 
version of the system, but will enable us to obtain, for the 
problem of determining the resonances starting from diver­
gent perturbation theory, a result that is remarkably stron­
ger than that of simple Borel summability: I.e., convergence 
to the resonances of the Stieltjes-type continued fractions 
associated with the formal Rayleigh-Schrodinger expan­
sion. This convergence also yields a rigorous approximation 
statement, since it is well known3 to be equivalent to the 
convergence of any diagonal sequence ofPade approximants 
on the formal perturbation series, this convergence being, in 
addition, monotonic for negative F. 

As in the three-dimensional case, the whole treatment is 
based upon the close analogy of the problem under examina-

"'Partially supported by I.N.F.N., Sezione di Bologna. Also at Istituto di 
Fisica. Universita di Modena, Modena, Italy. 

h'Postal address: Istituto Matematico, Universita di Modena, Via Campi 
181.41100 Modena. Italy. 

tion to the anharmonic oscillator. Actually, in this one-di­
mensional case, there is more than a close analogy between 
the two problems. As remarked by Titchmarsh,2 under the 
transformation x = v2

, ¢(x) = vl12ifJ (v), Eq. (1.1) goes into 

- - + __ 4 _ 4Ev2 
- 4Fv' ifJ (v) = 4ZifJ (v), ( 

d 2 m 2 _.1. ) 

dv2 v2 

(1.2) 

which, apart from the centrifugal term, is (m 2 
- !)lv2

, the 
Schrodinger equation of a quartic anharmonic oscillator. 

However, we shall make use of the analogy only to ob­
tain information about the energy spectrum at fixed charge 
by means of an inversion argument. 

Instead, the key point of the present paper is the identi­
fication of the resonances as the analytic continuation to 
negative F of the eigenvalues of 

( _ ~ + m
2 

- 1 _ Z + FX)¢ = E (F)¢, 
dx2 4x2 x 

(1.3) 

by which it is possible to extend Simon's results' on the an­
harmonic oscillator, as well as the Loeffel-Martin argu­
ments' yielding analyticity of the eigenvalues for 
I arg(F) I < 1T. This will yield a proof of the existence of the 
resonances within the framework of the by now standard 
Balslev-Combes6 theory of analytic dilatations. The form 
(1.2) of the problem will then allow direct application of the 
results of Ref. 1 to obtain the upper bound required on the 
perturbation coefficients to prove the convergence of the 
continued fraction. The exposition proceeds as follows: In 
Sec. II we apply the spectral theory to Eq. (1.3) for complex 
F, and identify thereby the resonances within the framework 
of the Balslev-Combes theory. In Sec. III we adapt to the 
present case the Loeffel-Martin arguments and apply the 
results of Ref. 1 to obtain the convergence of the continued 
fraction. Finally, we briefly discuss the approximations to 
the position and width of the resonances obtained from the 
approximants of the continued fraction, i.e., from the Pade 
approximants. 

II. SPECTRAL THEORY AND RESONANCES 

Consider in L 2(R+) the formal differential expression, 

d 2 m 2 
- 1 Z 

Hm(Z,F) = --+----+Fx, 
dx 2 4x2 x (2.1) 

m = 0,1,00', 

Z and F real. The one-dimensional Stark Hamiltonian is ob­
tained from (2.1) for F negative. Hence, we rewrite the 
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Schrodinger equation (1.1) as 

Hm(Z, - F)¢ = E¢. (2.2) 

As is well known,7 the formal differential expression 
(2.1) is, for all real F, a singular Sturm-LiouviIle operator 
which is in the limit-point case for all m at infinity, and at the 
origin is in the limit-circle case for m = 0,1 and in the limit 
point case for m;;.2. Hence, a boundary condition atx = ° 
has to be imposed in order to realize (2.1) as a self-adjoint 
operator family in L '(R+) for m = 0,1. A possible realization 
is given by8 the following. 

Definition 2.1: From now on, by H m(Z,F) we shall mean 
the operator family defined by the unique self-adjoint exten­
sion of the symmetric differential operator in L '(R+) speci­
fied by (2.1) on the dense domain D 

{ ( 
- d 2 m' - 1 

D = UIUEL '(R+)nC'(R.)lu(O) = 01 --+--
dx' 4x' 

- ~ + Fx )UEL '(R+)}. 

Then theresultsofTitchmarsh'on the spectral properties 
of Hm(Z,F) and the existence of resonances can be summa­
rized in the following way. 

Theorem 2.1 (Titchmarsh): Let Z> ° and m = 0,1,. ... 
Then (a) If F> 0, the spectrum of Hm(Z,F) , u(Hm), is sim­
ple, positive, and discrete, i.e., it consists of simple, isolated, 
and positive eigenvalues accumulating only at + 00; (b) If 
F < 0, o{Hm) is absolutely continuous over ( - 00, + 00), 
and Hm(Z,F) has an infinite set of resonances, in the follow­
ing meaning. Consider the Green's function of 
H m(Z,F) - E, i.e., the integral kernel of the resolvent 
[H m(Z,F) - E ]-'. This is an analytic bounded-operator val­
ued function of E for all E in the upper half plane Im(E) > 0. 
Then it has a meromorphic continuation to the lower half 
plane Im(E) < ° across the cut along the real axis, with an 
infinite set of simple poles. 

Let us proceed now to an examination of o(H m) when F 
and Z are allowed to take complex values, H m(Z,F) being 
defined in a natural way as the closure of (2.1) on D (Defini­
tion 2.1) for Z and F complex as well. 

Lemma 2.1: For any Fbelonging to the cut plane 
1 arg(F) 1 <1T,Hm (O,Ft',m = O,l, ... ,isaholomorphicfamily 
of Hilbert-Schmidt operators. 

Proof By means of the standard Green's function tech­
nique,' one easily proves that Hm(O,Ft', I arg(F) I < 1T is the 
integral operator on L '(R+) whose kernel is given by 

{
f.,(X)g/y) , 

Gm(x,y) = fJy)gy(x), 

where 

o<x<y + 00, 

O<y<x + 00, 

J,,(x) = (fX )' 12I y (fF'l2x 3/2), 

2 2 
gy(x) = (jx)'I2KY(3FII2X3I'), 

(2.3) 

(2.4) 

where v = ~m, and Iyand Kyare Bessel functions of the third 
-' 

kind. 
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Taking into account the well-known asymptotic behav­
ior of the Bessel functions,9 a short computation yields 

LX> 1
00 

IGm(x,y)I'dxdy< + 00, 

the convergence being uniform with respect to F on any com­
pact of the cut plane. This proves Lemma 2.1. 

Lemma 2.2: Let V, denote the maximal multiplication 
operator by l/x in L '(R+). Then if m;;.1 V, is H m(O,F)-com­
pact, and if m = ° V, is Hm(O,F)-form compact. In both cases 
the bounds are uniformly bounded on compacts of the cut F 
plane. 

Proof The integral kernel of V,Hm(O,Ft' is, of course, 
given by (l/x)Gm(x,y), with Gm(x,y) as in (2.4). Then, as 
above, an easy computation shows that 

100 
fO Ix-'Gm(x,y)I'dxdy< 00, m;;.l, 

the convergence being uniform on compacts of the cut F 
plane. Hence V,H m(O,Ft' is Hilbert-Schmidt and therefore, 
a fortiori, compact. For m = 0, consider the operator V'12 
X Hm(O,Ft' VII', whose integral kernel is x-II'Gm(X,y)y'/'. 
Again, this kernel is easily seen to be uniformly Hilbert­
Schmidt on compacts in the cut F plane, and this means that 
V, is uniformly form compact with respect to Hm(O,F). This 
proves Lemma 2.2. 

Corollary 2.1: For any fixed Fbelonging to the cut plane 
larg(F)1 < 1T,Hm (Z,F) is a holomorphic familyinZ, of type A 
if m;;. I and of type B if m = ° (in the sense of Ref. 10, Chap. 
VII). 

Proof This is a direct consequence of the former 
Lemma 2.2, in view of standard results in perturbation the­
ory (see Ref. 10, Chap. VII), since the relative compactness 
implies afortiori the relative boundedness of l/x with re­
spect to Hm(O,F) with Hm(O,F)-bound zero when m;;.I, and 
the relative form compactness implies the relative form 
boundedness for m = 0. 

Lemma 2.3: Let V, be the maximal multiplication oper­
ator by x in L '(R+), and let Fbelong to the cut plane. Then, 
for any finite complex Z, V, is Hm(Z,F)-bounded whenm;;.l, 
uniformly on compacts in F, and is Hm(Z,F)-form bounded 
when m = 0, uniformly on compacts in F. 

Proof The integral kernel of V2H m(O,F)-' is, of course, 
given by xGm(x,y), Gm(x,y) as in (2.4). Now, an easy compu­
tation shows that there are constants M and N (independent 
of F, as long as it varies on compacts of the cut plane) such 
that 

m =0,1, .. ·. 

Hence, by a known result (see, e.g., Ref. 10, Example 
111.2.4), V2 is Hm(O,F)-bounded. The results thus follows by 
Problem IV.I.2 of Ref. 10, since by Lemma 2.2 Z Ix is 
Hm(O,F)-bounded [Hm(O,F)-form bounded for m = 0] with 
relative bound zero. 
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Therefore, we have the following corollary. 

Corollary 2.2: For any fixed complex Z, Hm(Z,F) is a 
hoi om orphic family of type A when m> 1, and of type B 
when m = a, with compact resolvents, as long as Fbelongs 
to the cut plane I arg(F) I < 1T. 

A further analogy with the anharmonic oscillator 
which is also basic to the present treatment is represented by 
the Symanzik scaling. 

Theorem 2.2 (Symanzik): Let F> a, A > a, Z real. If 
E ,(,(Z,F), m,i = a, 1,.··, stands for the ith eigenvalue of 
Hm(Z,F), one has 

E'('(Z,F) = AE'('(ZA -112,FA -312). (2.5) 

Proof Exactly as in Ref. 4, Theorem 11.2.1. 

By the same remark after Theorem 11.2.1 of Ref. 4, (2.5) 
will hold by analytic continuation for all complex Z and F 
for which the continuation is possible. 

We are now in a position to give a proof of the existence 
of the resonances within the framework of the Balslev­
Combes theory6 of analytic dilatations. As pointed out by 
Simon, II this allows the synthesis between the two standard 
concepts of resonance, i.e., those of Lifsic-Grossmann and 
Friedrichs-Howland. 

Let U (8), 8ER, be the operation of unitary dilatation in 
L '(R.), defined as 

Set 

(2.6) 

It is easily seen that H m(Z,F,8 ) r D is given by the differen­
tial operator 

d' Z m'-1 _ e- 28 __ e- 8_ + e- 28 ___ + Fe8x 
dx' x x' 

= e - 28Hm(Ze8,Fe38), (2.7) 

so that the definition of H m(F,Z,8) extends to complex 8. 

Remark: The operation of (unitary) dilatation is noth­
ing else than a Symanzik scaling, with A replaced by e - 28. 
In particular, the eigenvalues of H m(Z,F,8) do not also de­
pend on 8 for 8 complex (if the analytic continuation to com­
plex 8 is possible). 

Let us also recall that a dilatation analytic vector is any 
vector <PEL '( R.) such that U (8 )<P can be anal yticall y con tin­
ued to some strip I Im(8) I < a, a > a. For any fixed a, the set 
N" of all dilatation analytic vectors is dense. 

Now let us prove the existence of the resonances along 
the lines of Ref. 1, Sec. IV, with some minor changes due to 
the greater simplicity of the problem. 

Lemma 2.4: Let Fbe fixed in the cut plane. Then the 
operator H m(Z,F,8) has an analytic continuation to the strip 
- arg(F)/3 < Im(8) < 1T13 - arg(F)/3; i.e., for these values 

of 8 [H m(Z,F,8) - E ]-1 is a holomorphic operator family in 
8 with compact resolvents. 
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Proof Putting F' = Fe 38, Z' = Ze - 8, one has 
I arg(F') I < 1T when 8 belongs to the above strip. Hence we 
can apply Corollary 2.2 and the lemma is proved. 

Theorem 2.3: Let IJIEL '(R.) be a dilatation analytic vec­
tor in some class N a' a> 1T 12. Then the functionJ op(E) 
= (IJI [Hm(Z,F) - E]-IIJI),Frealandnegative,Z > a,origin­
ally defined as an analytic function of E in the upper half­
plane Im(E) > a, has a meromorphic continuation to the 
lower half-plane Im(E) < a across the cut at E real. The poles 
ofJ op(E) for Im(E) < a are the eigenvalues of H m(Z,F,8), 
a < Im(8) < 1T13. 

Remark: By Fnegative we mean e i1TF, F> a, i.e., the 
lower edge of the cut. This choice is in agreement with the 
convention of defining the half-plane Im(E) > a as the phys­
ical sheet of the energy. 

If we had chosen - F = ei1T F, the specular statement 
would be true, i.e., analyticity for Im(E) < a, and resonances 
for Im(E) > a. 

Proof For Fin the cut plane, the functionJ,iE) exists 
and is analytic in E as long as E is different from all eigenva­
lues of Hm(Z,F). For 8ER and 1JI(8) = U(8)1JI, we have 

Jop(E) = (1JI(8),[H",(Z,F,8) - E]-11JI(8» (2.8) 

by the unitary equivalence between Hm(Z,F) and 
H m(Z,F,8). Since I/; is a dilatation analytic vector, by Lemma 
2.4 Eq. (2.8) holds, also by analytic continuation, for all 8 in 

the strip - :"arg(F) < Im(8) < 1T13 - :"arg(F). 
3 3 

Now restricting 8 to the strip a < Im(8) < 1T13 - E, 

E> a, for any fixed value of 8 we can perform the analytic 
continuation of the rhs of(2.8), and hence off op(E), toFreal 
and negative, for all E different from the eigenvalues of 
H",(Z,F,8). It can be easily seen, by direct comparison of the 
Green functions, that this analytic continuation coincides 
with (IJI,(H",(Z, - F) - E)-IIJ1) for Im(E) > a. 

To conclude the proof it remains to check analyticity 
for Im(E) > a. Since the only singularities of J op(E), 
larg(F)1 < 1T, are the eigenvaluesE ;"(F)ofH",(Z,F,8), i.e., of 
Hm(Z,F), it will be enough to prove ImE ;"(F) < 0 as 
arg(F) = - 1T + a. Now if 1/;;" is an eigenvector correspond­
ing to E ,(,(F), one has (Herglotz property; see Lemma 3.1) 

ImE ;"(F) = (lb;'''xl/;;'').Im(F) < O. 

Hence limargF • "[ ImE ;n(F) 1, which under the present 
conditions exists at least as a measure by a theorem ofHerg­
lotz, cannot be positive. Moreover, it cannot be zero because 
by Theorem 2.1(a) there are no real eigenvalues. Hence the 
theorem is proved. 

Remarks: (a) The second sheet poles of the above theo­
rem are thus resonances of HII,(Z, - F) according to the 
Friedrichs-Howland notion. 'I 

(b) For an alternative proof, based on strong resolvent 
convergence as 8-+a, see Ref. 18. 

(c) These second-sheet poles are resonances, too, ac­
cording to the Lifsic-Grossmann notion. (See again Ref. 11.) 
Indeed, they coincide with the eigenvalues of H",(Z,F,8), 
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which do not depend on 8 as long as 0 < Im(8) < 1T/3 - €, 

€>O. 

We have thus found that the resonances in this case are 
nothing but the object to which, when F gets negative, the 
eigenvalues of the operator family Hm(Z,F) are turning, ei­
gen values which exist as long as I arg(F) I < 1T. 

III. STIEL T JES SUMMABILITY TO THE 
RESONANC)!S 

In this section we proceed to verify that the eigenvalues 
of H m(Z,F) turn into resonances of H m(Z, - F) by analytic 
continuation. (This is exactly Howland's mechanism l2 for 
the onset of resonances.) Combining this with the Herglotz 
property and with an estimate on the perturbation coeffi­
cients, we will get the Stieltjes summability. 

Let us begin by stating the Herglotz property, already 
used in Theorem 2.3, under the form of a lemma. From now 
on, let us denote by E (F) any eigenvalues of H m( I ,F), and by 
E '(Z) any eigenvalue of H,nCZ, I). By Symanzik scaling, they 
are related by 

E'(Z)=F-2IJE(F), F=Z-J, 

(3.1) 

E(F) = Z-2E'(Z), Z = F-11J. 

Lemma 3.1: When F is complex, largF 1< 1T, E (F) en­
joys the Herglotz property ImE (F)!Im(F) > O. The same is 
true for E '( - Z) when - Z is complex, larg( - Z)I < 1T. 

Proof If l/J is an eigenvalue for E (F), one has 

ImE(F)/Im(F) = (l/J,xl/J)/(l/J,l/J»O. 

ImE '( - Z)/Im( - Z) = (l/J,x-1l/J)/(l/J,l/J) > 0, 

and this proves the lemma. 

(3.2) 

To prove analyticity of E (F) in the whole first sheet 
larg(F)1 < 1T we adapt to this case the arguments of Loeffel 
and MartinS and of Loeffel et al., 11 who proved the analogous 
statement for the anharmonic oscillator p' + x' + FX4. 

Let us begin by listing those steps of Ref. 5 which can be 
taken over to the present case without modifications. 

(a) It is enough to prove analyticity of E '(Z) for 
largZ 1< 1T/3: by (3.1), this is equivalent to analyticity of 
E(F)for largFl <1T. 

(b) As a consequence of the Herglotz property, E '(Z) 
has no pole nor isolated essential singularities for 

largZ 1< 1T/3. 

(c) Any eigenfunction l/J(x) corresponding to E '(Z ) is an 
entire function of F and Z, and an analytic function of x in 
the whole sector largxl < 1T. l/J(x) has the asymptotic behav­
ior l/J(x) ~ exp( - X ll2 ) as Ix 1- + 00 within the sector 
largxl < 1T/3. (These properties are proved in Ref. 2.) 

Hence the only argument to be adapted concerns the 
number of zeros of the wavefunction. Therefore, let us prove 
the following lemma. 

Lemma 3.2: Let l/J(x) be an eigenfunction correspond­
ing to an arbitrary eigenvalue E '(Z). Then the number of 
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zeros of l/J(x) is constant as Z ranges within the sector 
largZ I <1T/3. 

Proof Following Loeffel and MartinS we divide the 
proof in two steps. 

Step 1: Let Z be real. Then the zeros of l/J(x) for 
largxl < 1T/3 lie on the real axis. Indeed, along the ray 
x = reit/>, O<cp < 1T/3, the Schrodinger equation 
Hm(Z,I)l/J = E'(Z)¢ becomes 

( _ ~ + re3idJ + m2 
- 1 _ Ze

idJ 
_ E'e2idJ)l/J = o. 

dr 4r' r 
(3.3) 

After multiplication by if; and integration between 0 and R, 
0< R < + 00, we get [by means of a partial integration tak­
ing into account that l/J(O) = 0] 

(
-d¢) fR{ld¢\2 
l/Jdr r = R = Jo dr 

(3.4) 

By the Herglotz property E '(Z) is real for Z real. Hence the 
imaginary part of (3.4) yields 

Im(if;d¢) = fR Q(r,cp )r'lwl'dr, (3.5) 
dr r=R Jo 

where 

Q (r,cp ) = f2 sin3cp - E' r sin2cp - 2sincp. (3.6) 

Since ¢-+O as Ixl-+ + 00, in an analogous way one has 

_ Im(if;dl/J) = ( f-« Q(r,cp )r'Il/JI'dr. (3.7) 
dr r=R JR 

The quadratic form Q (r,cp) with 0 < cb < 1T/3 is positive 
as r_ 00 and negative at r = 0 because Z> O. Hence, it van­
ishes only once at a certain value roo Let R be fixed in (0,00 ). 

If R < ro we take (3.5), and if R > ro we take (3.7); in both 
cases we can conclude that 

(3.8) 

since in both cases one has the integral of a quantity of con­
stant sign. [If R = ro, we can take indifferently (3.5) or (3.7), 
or both.} 

By (3.8), l/J(x) never vanishes in the sector 0 < r < + 00, 

0< if> < rr/3. The same conclusion holds for - rr/3 < if> < 0, 
since the quadratic form Q (r,if> ) is now negative for r- 00 

and positive at r = 0, ~nd the above argument can be 
repeated. 

Hence, the only zeros of l/J(x) in the sector JargcpJ < 1T/3 
lie on the real axis; i.e., they are its nodes as an eigenfunction. 

Step 2: Let Z belong to the sector largZ I < rr/3. Then 
the number of zeros of l/J(x) in largxl < 1T/3 does not depend 
on Z. 

To see this, consider again the imaginary part of (3.4). 
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In this case (3.5) and (3.7) become 

Im(¢dt/J) = fR Q(r,¢,E')rllt/J12 dr, (3.9) 
dr r~R Jo 

_ Im(¢ dt/J) = Loo Q (r,¢,E ')r11 t/J12 dr, (3.10) 
dr r~ R R 

where now 

Q(r,¢,E') = r sin3¢ - IZ I sin(¢ + argZ) 

-IE'lrsin(2¢+argE'). (3.11) 

Let 0< argZ < rr/3, which yields ImZ> 0. One has 

sin(¢ + argZ) > 0, for rr/3 - E < ¢ < rr/3, 

sin(m + argZ) < 0, for - rr/3 <¢ < - rr/3 + E. 

Hence the quadratic form Q (r,¢,E') is positive for r---+ 00 and 
negative at r = 0, when rr/3 - E < ¢ < rr/3, and conversely 
for - rr/3 <¢ < - rr/3 + E. 

In both cases it vanishes only once in (0,00) and hence, 
as in Step I, t/J does not vanish. 

We can thus conclude that for largZ I <rr/3 there are 
two angular sectors, - rr/3 < ¢ < - rr/3 + E and 
rr/3 - E < ¢ < rr/3 (the "Loeffel-Martin walls" as called by 
Simon l4) in which t/J does not vanish. 

Hence, by exactly the same argument of Loeffel and 
Martin (no zero can penetrate the walls, and no zero can 
come from infinity because of the asymptotic behavior of the 
wavefunction; see Ref. 5 for details) the lemma is proved. 

As a direct consequence, we have the following 
theorem. 

Theorem 3.1: Any eigenvalue E (F) of H m(Z,F) (Z> ° 
fixed) is analytic for I arg(F) I < rr. 

Proof As in Ref. 5, we have only to check that E'(Z) 
remains bounded as long as Z ranges in largZ 1< rr/3. The 
only modification in the Loeffel-Martin argument is that the 
Volterra integral form of the Schrodinger equation is now 
given by 

t/J'(x) = Y;J _ vCV E'x) + f Jv(Y E'(x - x'» 

x (x' + Z /x')t/J'(x')dx', 

(3.12) 

I 
v=-;m, m=O,I, .... 

By means of (3.12), one easily shows that for Ixl <R, R > ° 
arbitrary, one has 

[t/J' - Y;J _v(YE'x)]/e1mVT'x---+O asE'---+oo. 

At this point we can repeat word by word the arguments of 
Ref. 5, since the results of Sec. III therein showing that 
E '---+ 00 only in the direction argE' = ° can be trivially taken 
over to the present case. 

Hence E '(Z) is analytic for largZ I < rr/3, and, by scal­
ing, the theorem is proved. 

As a consequence of this theorem, the resonances of the 
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one-dimensional Stark operator are thus identified as the 
boundary values of the analytic functions E ';'(F), the eigen­
values of Hm(Z,F) as larg(F)I < rr, at the lower edge of the 
cut for F negative. 

This is a partial realization ofHowland'sl2 notion; a full 
realization of it can be obtained, with restriction to a small 
field, through the same implicit function arguments of Ref. I 
applied to the anharmonic oscillator form (1.2) for the one­
dimensional Stark problem. Furthermore, the implicit func­
tion argument also yields the upper bound needed on the 
perturbation coefficients to prove the convergence of the 
continued fraction. 

More precisely, we can state the following theorem. 

Theorem 3.2: Let m and i be given nonnegative integers. 
Then there are constantsB ' = B '(m,i) > Osuch thatalleigen­
values E ';'(F) are analytic in the region [F IF on a three­
sheeted Riemann surface I ° < IF I <B 'I larg(F)1 < 1] J for 
any 1] < 3rr/2. 

Proof As remarked by Titchmarsh, 2 under the transfor­
mationy = X2, <P(y) = x l12 l/1(X), the differential equation 

( 
d2 m 2-1 ) --+---Z/y+Fy <P=E<P 
dy2 4y 

goes into 

- - + __ 4 _ 4Ex2 + 4Fx4 l/I = 4Zl/I. ( 
d2 m 2 _1 ) 

dx2 x 2 (3.13) 

This last equation is a quartic anharmonic oscillator 
with a centrifugal term. Here the charge Z appears as the 
spectral parameter, and the energy E as the harmonic cou­
pling. Hence, defining the operator Km (E,F) out of the dif­
ferential expression (3.13) exactly as in Ref. 1, Appendix, 
a(Hm (E,F» will, of course, coincide with (jf..Km(E,F», the 
generalized spectrum of Km(E,F). This generalized spec­
trum is defined lO as the set of all complex E for which the 
resolvent [K m(E,F) - A ]-1 at fixed A = Z does not exist as a 
bounded operator in L 2(R+). Since all the results ofSimon4 on 
- d 2/dx2 - 4Ex2 + 4Fx4canbetakenovertoKm (E,F)(see 

Ref. 1, Appendix), for larg(F)1 < rr Km(E,F) has discrete 
spectrum. Its eigenvalues A ';'(E,F), m,i = 0, I ,"', for any 
fixed Ewith larg( - E)I <EareanalyticfunctionsofFin the 
region 

[ F IF on a three-sheeted Riemann surface I 

0< IFI <B(m,i)1 larg(F)1 <1]'] 

for any 1]' = < 3rr/2 - E, with 

JA ';'(E,F) 
---*0, lim A ';'(E,F) = A ';'(E), 

JF IFI·O 

when E and Fbelong to the regions specified above. Now, 
the eigenvalues E ';'(F) are implicitly defined by the relation 

A';'(E,F) =Z, (3.14) 

and the result follows by means of exactly the same implicit 
function argument of Ref. I, Theorem 3.2. 

Remark: As already mentioned, this result allows the 
realization of the resonances, for small field, according to 
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Howland's mechanism, because the motion of the eigenva­
lues to the resonances takes place by analytic continuation. 

For any fixed E < 0 we know that the formal Taylor 
expansion of A '('(E,F) near F = 0, coinciding with the Ray­
leigh-Schrodinger perturbation series, is divergent as fast as 
11 but uniformly asymptotic to A '('(E,F) in any sector 
I arg(F) I < 1J, 1J < 31T/2, and even Borel summable. 'l 

Hence we can directly apply the explicitation argu­
ments of Sec. V, Ref. 1, to conclude the following theorem. 

Theorem 3.3: LetE (F) stand for an arbitrary eigenvalue 
E ,(,(F), m,i = 0,1,.··, and let LQ"a,!'llbeits formal Rayleigh­
Schrodinger perturbation expansion. Then LQ"a,!'n is diver­
gent but fulfills a strong asymptotic condition to E (F) in any 
sector larg(F)1 < 1J, 1J < 31T/2. 

This means that there are constants A > 0, B> 0 inde­
pendent of F, such that,for all N = 1,2,.··, 

IE(F)- ~a,!'nl <ABN+I(N+ 1)!IFI N+ I, (3.15) 

uniformly for F-+O in the above sector. 

Remarks: (a) (3.15) implies afortiori 

lanl <ABnn! 
and hence 

x 
" - I/n Lan =00. 
o 

(3.16) 

(3.17) 

(b) The bound (3.15), together with analyticity in the 
sector I arg(F) I < 1J, 1J < 31T/2, implies the Borel summability 
of L;;" ~ aa,!'n to E (F) in the whole sector 
larg(F)1 <1J -1T/2.ll 

(c) By the Symanzik scaling we have E (Z,F) 
= FIIlE (ZF-213, 1). This yields the following asymptotic 
behavior 

E(F)~CFIIl (3.18) 

as F-+oo in any direction within larg(F)1 < 1T, Cbeing some 
constant depending only on m and i. 

Now, by piecing together Lemma 3.1 (Herglotz proper­
ty), Theorem 3.1 (first-sheet analyticity), Theorem 3.3 
[bound on the perturbation coefficients (3.16)], and the as­
ymptotic behavior (3.18) we can directly apply Theorem 
IV.2.2 of Simon' to conclude Theorem 3.4. 

Theorem 3.4: The Stieltjes moment problem 

( - It + Ian = 1x 

x nd1> (x), n) 1 (3.19) 

has a unique solution, i.e., there is one and only one (normal­
ized) positive measure d 1> on R. satisfying (3.19). 

By the classical Stieltjes theorem (see, e.g., Ref. 16) 
Theorem 3.4 implies (and is implied) by the following. 

Theorem 3.5: The Stieltjes type continued fraction asso­
ciated with the formal power series L1a,!'n - I exists and 
converges toE '(F) = [E (F) - ao]/F, uniformly in any com­
pact contained in the cut plane larg(F)1 < 1T. 

In other words, any diagonal sequence ofPade approxi­
mants on the formal perturbation series converges to E (F), 
uniformly on compacts as above. 

690 J. Math. Phys., Vol. 20, No.4, April 1979 

Remarks: (a) The width of the resonances is, of course, 
given by the boundary value ofIm[E (F)] at the lower edge of 
the cut. Under the present conditions it is known '6 that this 
boundary value is given by the measure F-' 1Td1> ( - F-'), 
F> O. For small field, by Theorem 3.2 the limit exists as an 
analytic function, given by F-'1T1> '( - F-'). 

(b) The moment theory l6.17 approximates d1> through a 
measure-convergent sequence of "Dirac measures," i.e., of 
measures d1>n(x) defined as follows, 

11 

d1>n(x) = I v,b),.,< - x), (3.20) 
o 

where {)'!,(x) is the measure concentrated on the ith poleAi of 
the nth approximant of the continued fraction, and the 
weight Vi is the corresponding residue. (We recall that any 
pole Ai is negative and simple and has positive residue; the 
nth order approximant is exactly the [n,n] Pade approxi­
mant on the formal series for n odd, and the [n - I,n] for n 
even.) By Helly's first theorem, we can in addition find a 
subsequence (@n, (x) 1;'_ I which converges to 1>(x) in all 
points of continuity of 1>, the distribution function of the 
measure d1>. To sum up, in the present context the width of 
the resonances is approximated through convergent se­
quences of "weighted sums of {) functions" concentrated on 
the poles of the Pade approximants, the weights being given 
by the corresponding residues. 

(c) Given the approximation to the width, the approxi­
mation to the position of the resonance, given, of course, by 
the boundary value ofRe[E (F)] at the lower edge of the cut, 
is, of course, specified through the Cauchy principal value, 

ao + F p.p.f" (I + Fxt'xd@n(x). (3.21) 

Note that (3.21) is just the nth approximant of the continued 
fractionwhenF=t'=A i I,i= I, ... ,n. 
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The representation matrix elements of SO( n ,I) are discussed in a space spanned by the representation 
matrix elements of the maximal compact subgroup SO( n). A multiplier of the representation 
corresponding to the boost of SO( n ,I) is completely determined by requiring the commutation relations of 
SO( n ,I) for the differential operators of the multiplier representation and of the parameter group of 
SO( n). It is shown that the bases of the space, the representation matrix elements of SO( n), are 
classified by the group chains of the first and the second parameter groups of SO( n), whose differential 
operators commute with each other, and the characteristic numbers of SO( n, I) are the same as those of 
the first parameter group of SO(n - 1) and a complex number appearing in the mUltiplier. By using the 
scalar product defined in the space, the matrix elements for the differential operators and the computation 
formulas for the representation corresponding to the boost of SO( n ,1) are given for aU unitary 
representations of SO( n, I) and useful formulas containing the d matrix elements of SO( n) are obtained. 
By making use of these results, even for the non unitary representation of SO( n ,I) the matrix elements 
for the differential operators and the computation formula for the representation corresponding to the 
boost are obtained by defining the matrix elements with respect to the bases of the space. It is also 
pointed out that the unitary representations (the complementary series) corresponding to some value of the 
parameter, which appear in the classification using only the matrix elements of the generators, should not 
be included in our classification table because of divergence of the normalization integral. The 
continuation to SO( n + I) and the contraction to ISO( n) from the principal series are discussed. 

I. INTRODUCTION 

In a previous paper,1 the formulas for computing the 
representation matrix elements of the group SO(n, I) are ob­
tained for the complementary series as well as for the princi­
pal series of the unitary irreducible representation (UIR). 
According to these formulas, it will be easy to analyse the D 
matrix elements of SO(n, I), which are important for study­
ing the orthogonal and the complete set of functions on the 
group manifold. 2 One of the next problems will be to give the 
explicit expressions for the representation matrix elements 
and to study their properties and the other to complete the 
procedure used in Ref. 1. 

In Ref. I, explicit use is made of the fact that the repre-. 
sentations of the group are determined by those of its Lie 
algebra, and in a UIR of SO(n, I) an irreducible representa­
tion ofSO(n) is contained either with multiplicity one or not 
at all. 3 Nevertheless, it seems that a few points to be modified 
and clarified in the procedure are contained in Ref. 1. The 
UIR's of SO(n, 1) are classified according to the representa­
tion of the Lie algebra of SO(n, 1 ) ... 5 The bases of the repre­
sentations are classified by the group chain SO(n,l) 
::J SO(n ) ... ::J ... ::J SO(2) and the matrix elements of the gen­
erators are given with respect to the bases which will be 
called the standard bases. In Ref. 1, however, the representa­
tions of SO(n, I) are considered in a space consisting of the 
representation matrix elements of the maximal compact sub­
group, i.e., the space spanned by the D matrix elements of 
SO(n). Though the D matrix elements ofSO(n) are defined 
through the standard bases, the bases of the space, i.e., the D 
matrix elements, are also classified by the group chains of the 
first and the second parameter groups ofSO(n), that is, by 
the characteristic numbers of a complete set of the commut­
ing operators formed from the differential operators of the 

first and the second parameter groups respective1y.6 As the 
differential operators of the first and the second parameter 
groups commute with each other, the characteristic num­
bers in one of the parameter groups can be regarded as invar­
iants relative to the other. Though Ref. I uses the fact that 
the characteristic numbers of one of the parameter groups 
coincide with those ofSO(n, 1), it seems not evident from the 
beginning whether they conicide or not. It is important for us 
to clarify these points in order to fix completely the bases of 
the representation. If this is done, we can calculate the ma­
trix elements of the differential operators and construct the 
computation formulas for the representation matrix ele­
ments of SO(n, 1) with respect to the bases 

Though in Ref. 1 the matrix elements of the generators 
and the differential operators with respect to the standard 
bases and the bases in the space are used in order to obtain a 
relation between the numerical constants, it is evident that 
the matrix elements calculated by using only the bases in the 
space must be used in order that our method is consistent. As 
the scalar product is introduced on the group manifold of 
SO(n ),it is evident that the integral must converge in order to 
be able to define the representation. This is left untouched in 
Ref. 1. 

The purpose of this article is to study the above points 
and to construct the computation formula for the represen­
tation matrix elements corresponding to the boost together 
with the matrix elements for the differential operators of the 
non unitary irreducible representation of SO(n, I). Though 
most of the results on the UIR's are the same as those in Ref. 
1, a detailed discussion even on the UIR's will be given for 
completeness of our procedure. 

In Sec. 2, Euler parameters for the group SO(n) are 
introduced and then the differential operators of the first and 
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the second parameter groups are discussed. 6 In Sec. 3, the 
Gel'fand and Tsetlin bases of the groups SO(n) and SO(n, 1) 
are introduced and the matrix elements for the generators 
with respect to the bases are given. 4

,5"" The tables of the 
VIR's of SO(n, 1) are given with a slight modification of the 
notations in Ref. 5. In Sec. 4, the representation matrix ele­
ments of SO(n) are given together with the orthogonality 
and the completeness reiations. 2

,9,lo In Sec. 5, a multiplier of 
the representation2 and the differential operator (generator) 
of the multiplier representation, which is considered in a 
linear space consisting offunctionsj(g), g E SO(n), are deter­
mined by the requirement that the differential operator to­
gether with the differential operators of the second param­
eter group ofSO(n) satisfy the commutation relations of 
SO(n, 1). In Sec. 6, the VIR's ofSO(n, 1) are discussed in the 
space consisting of the representation matrix elements of 
SO(n), where the scalar products are defined for the princi­
pal and the complementary series corresponding to Tables I 
and II given in Sec. 3. It is shown that the numbers charac­
terizing the irreducible representation of SO(n, 1) are inti­
mately connected with the characteristic numbers ofthe first 
parameter group and a complex number contained in the 
multiplier. The bases of the representation are fixed com­
pletely and the matrix elements of the differential operators 
and the computation formulas for the representation matrix 
elements corresponding to the boost are obtained. In Sec. 7, 
the matrix elements for the differential operator and the 
computation formula for the representation corresponding 
to the boost of the nonunitary representation are obtained. 
In Sec. 8, a simple discussion on the classification of the 
VIR's ofSO(n, 1) is given and it is pointed out that the case of 
the parameter Un + I = 0 (n + 1 odd), which is contained in 
the case of the classification due to the representations of the 
Lie algebra ofSO(n,l) used in Sec. 3, should be exluded be­
cause of divergence of the normalization integral. In Sec. 9, 
the irreducible representations of the groups SO(n + 1) and 
ISO(n) (inhomogeneous rotation group) are obtained from 
those of the principal series ofSO(n, 1) by continuation II and 
concentration. 12 In Sec. 10, simple examples for the general 
results of Sec. 7 are given. 

2. EULER PARAMETERS AND INFINITESIMAL 
OPERATORS 

In this section, in order to fix notation, Euler param­
eters, which are a generalization to any dimension of the 
three-dimensional Euler angles, are introduced2

,s,6,lo and the 
differential operators of the first and the second parameter 
groups are discussed. 6 

Let us consider an n-dimensional Euclidean space, 
whose orthonormal bases are denoted by two systems of the 
unit vectors, i.e, (e l,e2, ... ,en ) and (e"e2, ••• ,en ) with the inner 
product (el,e) = (el,e) = D'j' These bases are related to each 
other as follows, 

ej = L giZlek' (2.1 ) 
k 

where the matriceslnl are given in terms of the Euler param­
eters Ojk (j = 2,3, ... n, k = 1,2, ... J - 1), 
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ln l = In .- IlS
n

, 

2 

Sn = II t1n~ I (Onn_j+ I)' 
j = n 

g' I ) = unit matrix, 

O<,0jk<'1T (k = 1,2, .. J - 2), O<,0jj _ , < 21T. 

(2.2) 

Theg(n) is an orthogonal matrix and an element of the group 

SO(n). The t )fl(O) is a n X n matrix corresponding to the 
rotation of an angle 0 in thejk plane in the p-dimensional 
space and has the following nonzero elements: 

(tj~~,(O»jj_'= -(t5:) I(O»j_'j=sinO, 

(t it ,(0 »jj = (t Jr~ ,(0 »j _ 'j __ , = coso, (2.3) 

(t )f)(0 »rs = Drs (r,s*j,k). 

It is noted that the definition of the Euler parameters in (2.2) 
differs from the usual one for a special case of n = 3. It, 
however, is easy to relate them. It follows from (2.2) and 
(2.3) that the following relations hold: 

In I' 

(2.4a) 

(2.4b) 

It is noted that the bracketed term on the right hand side is 

independent of O~, and 0nl' 

The Haar measure is given as follows: 

dVn = dVn _ ,dSn , dV2 = d02l , 

IT - , 

dS
IT 

= II [(sinOnjy--j-IdOnj], 

(2.5) 

j c~ , 

where dS is the surface element of a sphere in a n-dimen­
sional sp~~e. The volume Vn of SO(n) is given by 

V" = VII ,21TnI2Ir(nI2) and V2 = 21T. 

The representation D matrix ofSO(n) corresponding to 
the rotation (2.2) is given as follows: 

(2.6a) 

2 

H(S,) = II R t'~ ,(Onn -j+ I)' (2,6b) 
j=r1 

where R Jr)- ,(0) is the representation corresponding to the 
rotation t (p)_ ,(0) and is given in a form exp(iODjj ,) with 

}} .. )fh 
the infinitesimal generator Djk (= - DkJ' HermltIan ~ t e 
representation of SO(n), which satisfies the commutatIOn 
relations 

In order to obtain the differential operators, we intro­
duce the combined transformations as follows: 
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e(jJ2)~J.kUJkDJkD (nl(g(n» = D (n)(g(n)'), 

D (n)(g(n»e(i/2)~J.kUjkDjk = D (n)(g(n)"), 

(2.8a) 

(2.8b) 

where the Ujk'S are the standard parameters which are as­
sumed to be uniquely determined by the Euler parameters 
(~d and vice versa!.. and tend to zero as ~k __ O. g(n)' andgCn)" 
depends on B and B. 

Taking a derivative of (2.8a) and (2.8b) with respect to 
ujk and U~k at U = 0, we obtain 

Dj~ (n)(g(n» = J;~ (n)(g(n», 

D (n)(g(n»D
jk 

= -0~ (n)(g(n», 

where 

- aBlm 
Jjk = L -a Plm' 

I.m Ujk 

aBlm 
Jjk = L -a ' Plm' 

I.m Ujk 

. a 
Pjk= -1--, aejk 

(2.9a) 

(2.9b) 

(2. lOa) 

(2. lOb) 

and J;k and Jjk are the differential operators of the first and 
the second parameter groups, respectively. 13 If the infinites­
imal generator Djk are given in the matrix form, the left-hand 
side of (2.9) is given in a linear combination of the matrix 
elements, whereas the right-hand side is a linear combina­
tion of derivatives of one matrix element. By our assumption 
on the relations between Bjk and ujk (u;d, the following rela­
tions hold: 

(2.11) 

Then (2.10) may be rewritten as follows: 

1 aUjk -

Plm=-2 ~ae~k' (2.12a) 
J.k [m 

1 aU1k 
P[m = -2 L aB Jjk · (2.12b) 

J.k [m 

On the other hand, we obtain from (2.8) by taking de­
rivatives with respect to e at e, 

(2.13a) 

(2.13b) 

These relations must hold for any representation and we can 
take g (n) for D (n). Then we obtain 

(2.14a) 

(2.14b) 
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where the relations (Djk)pq = - i(OjpOkq - Oj~kp)' which are 
valid for the infinitesimal generator Djk of g(nl, are used in 
order to derive these relations from (2.13). Thus, we can 
express the differential operators J;k and -0k in terms of the 
Euler parameters (Bjk ) and the differential operators (Pjk) by 
substituting (2.14) into (2.12).6 

From (2.9), it follows that J;k and ~k satisfy the commu­
tation relations: 

[7;k'~m] = - i(oj[ ~m + 0 km 7;[ 

(2.15a) 

(2.15b) 

(2.15c) 

It is seen that the expressions for 7;k and ~k are given in the 
form: 

J 21 = P21' 

sinekl _ 

+. J kk _ l , (2.l6a) 
smek + II 

Jk + Ik = cosenn _ k + IPnn~k 

cosenn _ k . 

. smBnn_k+IPnn_k+1 
smenn _ k 

sinB nn ~ k -+- I J' 
+ . B kk ~ I, 

sin nn ~ k 
(2. 16b) 

k = 2,3, ... ,n - 1 

where the primes on T"k _ I and J kk- I mean the substitu­
tions ej[' Pj[ - ej + 11 + I' Pj + II + I in ~k-- I and 
Bjl' Pjl- Bj __ I[ _ u"pj _ II __ I in Jkk __ I respectively. The ex­
pressions for any ~k and ~k are obtained from (2.15a) and 
(2.15b) by using (2.16). 

A similar parametrization to that ofSO(n) for SO(n,I) 
is possible and given as follows: 

gCn.l) =g(n)s(n.I), 

s(n.l)=bt (n+I){f")n2. t(n+I)(8 ) 
n+ln~ jj~1 n+ln-j+2' 

(2.17) 
j= n 

where g(n.l) E SO(n, 1) and bt ~n~~I~<;) is a boost in the nth 
direction through; (0<; < (0) and has nonzero elements as 
follows: 
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(bt (n + 1)/1-» _ (bt (n + III 1-» - coshI-
n+ln\b nn- n+ln\b n+ln+l- ~, 

(bt (n + I){ 1-» _ (bt (n + III 1-» - _ sinhI-, 
n+ In\b nn+ 1- n+ In\b n+ In - ~ 

(bt~n:I~(;»rs=07s (r,s<n). 

The infinitesimal generators D)k of the representation 
ofSO(n, 1) satisfy the same commutation relations as (2.7) in 
which Kronecker D's are replaced by the metric tensor g's, 
i.e., O)k -.. g)k with nonzero elements gjj = - gn + In + I = 1 
(j = 1 ,2, ... ,n). The representation D matrix of SO(n, 1) cor­
responding to (2.17) is also given by the form similar to (2.6) 
in which we substitute n + 1 and R ~ + In(;) for nand 
R ~n++I~(On + II)' where R ~ + In(;) is the representation cor­
responding to the boost bt ~\+I~(;)' The Haar measure is 
obtained from the expression for SO(n + 1) by the substitu­
tion of(sinh;)n - Id;for (sinOn + llY - IdOn + II' The differ­
ential operators (J)k,~d,k(n) of the first and the second 
parameter groups are given by the same form as (2.16), and 
the expressions for T,. + In and I n + In are given by 

- cosh; . 
J" + In = cosOnl p{; - -.-- smOnl Pnl 

smh; 

sinOn I J' 
+ ~hl- nn- P sm ~ 

cosh; . 
I n + In = cosOn + I2P{; - -.-- smOn + 12Pn + 12 

smh; 

sinOn + 12 

+ J' 
sinh~ lIn - I' 

(2.1Sa) 

(2.18b) 

where p{; = - iala; and the primes on T~n _ I and J ~n - I 
have the same meaning as in (2.16). The expressions for any 
other T,. + I) and I n + I) (j < n) are calculated from 

T,. +- I) = - i[T,. + In,T,.)], 

I n + I) = i[ J" + In,Jn)], 

It is noted that the expressions (2.18) are obtained from 
(2.16) by the substitutions of n + 1, - i~, iIn + Ill' and 
iJ" + In for n, Onl , T,. + In' and I n + In' 

Another important parametrization of an element of 
SO(n,l) is that due to the Iwasawa decomposition,14 by 
which any elementg(n.l) ofSO(n, 1) can be written uniquely 
as follows, 

g(n.l) = n(t) bt~n:I~(rJ)ln), (2.19) 

where (n + 1 J) and (j,n + 1) elements of g(n) are given by 
(g(n»n + 1j = (g(n»)n + I = 0jn + I' n(5) EN, the nilpotent sub­
group of SO(n, 1), and the expression for n(5) is given as 
follows, 

694 

5 
1-8 

5 t = (5"52"",5n __ I)' 8 = (2: 5 ;)12. 
; 
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Considering the transformation 
(; 

In.l)-..ln.!)" = In.!) bt ~n :I~(;) 

we easily obtain 

, cosO n I cosh; - sinh; 
cosO nl = , 

cosh; - cosOn!sinh; 

o lk = 0jk for 0jk=l=0nP 

exprJ' = eXPrJ(cosh; - cosOn ! sinh;). 

(2.20) 

(2.21a) 

(2.21b) 

(2.2Ic) 

It is noted that the following relation holds from (2.21a) and 
(2.2Ib), 

(2.22) 

3. REPRESENTATIONS OF THE LIE ALGEBRA 
OF SO(n) AND SO(n, 1) 

In this section, the results needed for the following sec­
tions on the groups SO(n) and SO(n, 1) are summarizedY·8 

The generators Djk of the representation of SO(n) satis­
fy the commutation relations (2.7). The basis vectors for the 
unitary irreducible representation (VIR) ofSO(n), classified 
by the group chain SO(n) ::JSO(n - I) ::J ... :) SO(2), are giv­
en by the Gel'fand and Tsetlin labels as follows, 

Imjd = IAn.An -I''''.AZ), (3.1) 

where Aj stands for (mjl,mp., ... ,mjUI2l)' [j12] means the larg­
est integer smaller or equal tojl2, and allA/s are written in a 
row. The numbers mjk are simultaneously integers or half­
integers and are subject to the restrictions: 

m 2j + Ii + I (m 2ji(m 2j + Ii (i = 1,2, ... J - 1), 

m 2ji + ! (mZ) _ u(m2ji (i = 2,3, ... J - 1), 

I m 2)) I (m 2j _ 1)- l(m2jj _ I' 

Im 2»1 (m 2j + Ij" 

(3.2) 

The VIR ofSO(n) is characterized by the [nI2] numbers 
m nj , while the rows and columns of the matrix of Djk are 
labeled by (An _ l.An __ 2, ... .A2)' It is noted that all matrices of 
the Lie algebra, i.e., Djk , are completely determined from 
those of Djj _ I (j = 2,3, ... ,n) because of the commutation re­
lations (2.7). 

The dimension of the VIR ofSO(n) is determined by 
the numbers m"j subjected to the restrictions (3.2) and given 
as follows 9

•
15 : 

[ 

(" - 5)12 ] - ! 
N (A,,) = (n - 2)!(n - 4)!! })1 (n - 2j - 3)! 

(II - 1)/2 

X II (2In; - 1) 
i= 1 

x 
(n _. 3)/2 (n - \)/2 

II II 
j=! k=j+-I 

(3.3a) 

Takayoshi Maekawa 694 



                                                                                                                                    

for n odd, and 

N(An) 

[ 

(n -y4)/2 ] - I 
= 2(n - 2)/2 (n - 2)!(n - 4)!! j~ll (n - 2j - 3)! 

(n y....i)/2 nl2 2 2 
X 11 II (l nj - Ink), (3.3b) 

j=1 h=j+1 

for n even. The quantity Ijk is defined by 

Ijk = mjk + [(j + 1)/2] - k (k = 1,2, ... , U!2 D· (3.4) 

The action of the generatorsD.ii + I (1<i<n - l)on the bases 
is given by 

k 

D2k 2k + II mij) = L A (m 2k) I m 2kj + 1) 
j= I 

k-I 

k - L A(m2kj -l)l m2kj-l), 
j=1 

= L B(m2k_lj)lm2k_lj+ 1) 
j=1 

k-I 

(3.5a) 

- L B(m2k_lj-l)l m 2k_lj-l) + CZk Imij)' 
j= I 

(3.5b) 

It is noted that in the bases on the right-hand side only the 
numbers, which change under the action ofthe generator, are 
written except for the last Imij)' The matrix elements A, D, 
and C in these equations are given as follows: 

. {k-I 
A (m 2k) = ~ II [(12k - 11 - 1)' - (l2kj + 1)'] 

2 i= I 

{ Ilk ,2 2 2 2 }- 112 
X i=1 (lZki- / 2k)[l2ki-(l2kj+ 1)] , 

(3.6a) 

(3.6b) 
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k-I k [k_1 1-1 
C2k = III 12k - 2i illl 12ki illl 12k - 1,{/2k - Ii - 1) J ' 

(3.6c) 

where the prime on II' means the product offactors with i=/4 
and Ijk is given by (3.4). 

The second-order Casimir operator is 

n 

F (n) = '" D2 
~ jk' 

j> k 

whose eigenvalue with respect to (3.1) is given by16 

[nI2] 
F(II) = L m nj (m nj + n - lj). 

j=1 

(3.7) 

(3.8) 

Similarly, the bases of the irreducible representation of 
SO(n, 1) can be classified by the group chain SO(n,l) 
::J ... SO(n)::J ... ::J SO(2) and written in a form 

where all numbers m jk are subject to (3.2) andpn + I is a 
complex number. The numbers mil + Ij 0>2) and the com­
plex number Pn + I' which will sometimes be written as 
Pn + I = (1 - n)/2 + (Tn + 1+ iVn + I with real (Tn + I and 
v n + p characterize the irreducible representation of 
SO(n,I). 

The action of the generatorsD.ii + I 0 = 1,2, ... ,n - 1) on 
the bases (3.9) and their matrix elements of D.ii + I are given 
by the same formulas as in SO(n), i.e., (3.5) and (3.6). The 
action of Dn + In on the bases (3.9) is given by the same form 
as (3.5), i.e., 

(i) for n + 1 odd, 

Dnll+llmij)P"" 
nl2 

= L bA(mn)lm nj + I)P"" 
j=1 

n/2 - L bA(mnj -l)lmn}-I)P",', 
j=1 

(ii) for n + 1 even, 

Dnn+ Ilmij)P"" 
(n - 1)/2 

= I bD(mn)lmnj+l)P,,,' 
j= I 

(n - 1)/2 - I bD(mnj -1)lmnj -l)P"" 
j=1 

+ be Im.)p"" 
n + I Ij 
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x {(/nj + W - [Pn + I + (n - 1)/2 n 

(n y.4)/2 

- i[Pn + I + (n - 1)/2] 11 In _ Ij 
j= I 

(3. 11 b) 

(n +If/2 [ (n - 1)/2 ] - I 
In + Ij IT (Inj - 1) 

j=2 j=1 

TABLE 1. The VIR's ofSO(n,l) for n even. 

Representation and conditions for 
mil t 12,m n t IJ,· .. ,m ll I [11/2 andpll t 1 

(i) D(m", ", ... ,m". '"/2;V,, , ,) 

m" . ,,= O.!.I, ... , for 2<J<n/2 

P".,=(i-n)/2+iv",,; O<V"I' 

(ii) D"(m". ", ... ,m" . ,,,/2;0-,, I ,) 

m" I 'J= 1.2 .... ,for2<J<n/2 

P"., =(i-n)/2+0'" I ,;0<0'" I ,<~ 

(iii) DI)(m" 1 !:!-",.,mi/ I inn;an t 1) 

m" , ') = 1,2, ... , for 2<J<n/2 

(vi) 

696 

p" I , = (1 - n)/2 + 0'" . ,;0-" I 1 = ~ 

1 <k«n - 2)/2 

{ 

0 for 1<J<k 

mil t 1(11/1 , I 1) = 1,2, ... , for 

k + 1 <J«n - 2)/2 
p" , ,= (I - n)/2 + 0'" 1,;0<0'" , ,<k + ~ 

1 <k«n - 4)/2 

{ 

0 for 1<J<k 

m'l I 1(11/2 f t I) = 1,2, .... for 

k + 1 <J«n - 2)/2 

p" I , = (1 - n)/2 + 0'" I ,;0'" I , = k + ~ 

D I (m" , 12' .... ,m" 1("12;0-",, ,) 
p,-;-,. .. for 

m'l t 1(11/2 jt 1)= ~ 
1 <J«n - 2)/2 

p" I , = (i - n)/2 + 0'" , ,;0'" I 1 = O,~,I, .. · 
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(3.11c) 

where the prime on II' has the same meaning as in (3.6) and 
Ikj is given by (3.4). It is noted thatpn + 1+ (n - 1)/2 
( = (J' n + I + iv n + I) is contained as squared in b A and bB and 
as linear in be. 

The VIR's of SO(n, 1) are determined by the require­
ment of the hermiticity for Dn + In and summarized in Tables 
I and II with slight modifications of the notation form Ref. 5. 
It is noted that we may replace (J' n + I by - (J' n + I in Tables I 
and II because (J'n + I is contained as squared in (3.8). 

The second-order Casimir operator is 

(3.12) 

whose eigenvalue with respect to the bases (3.9) is given by'7 

F(n.l) =Pn+ l(Pn + 1+ n - 1) 

[en + 1)/2] 

+ L mn + limn + Ij + n + 1 - 2J)' 
j=2 

(3.13) 

It is noted that (3.13) is the same form as (3.8) in which 
mn + 11 is replaced by Pn + 1 

SO(n) content 

m,,',,12 ). 1) = 0 for 1 <J<k 

m"I,,12 I' 1) = 0 for 1<J<k + 1 
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TABLE II. The VIR's ofSO(n.l) for n odd. 

Representation and conditions 
for mil +- 12,mn + p, ... ,mn + ,)/2 and I PI! + 1 

(i) D(m" t '2.· ... m" t '(" + ')I2;vn + ,) 

mIl t- 1[(11 t- 1)/2 _j+ 1 J = 0,1/2,1, .. " 
for 1 <i«n - 1)/2 

P" t , = (I - n)/2 + iVn + ,;O<v" + , 

(ii) D '(m" f 12 ... ••m" t 'I(n + 1)/2 _ k I;a" + ,) 

1 < h;; (n - 1)/2; 

{ 

0 for l<i<k 
mil 11[(11 t- 1)12 -J+ II = 1,2, ... , for 

k + 1 <i«n - 1)/2 
p,," ,= (I - n)/2 + a" t ,;O<a" + 1 <k 

(iii) DA(m/, + 12,· • .,m" ~ 1[(11 f- 1)/1 __ f.. ,;all + ,) 

1 <k«n - 3)/2 

{ 

0 for l<i<k 
mil 11[(11 j 1)/2 j +- II = 1,2, ... , for 

k + 1 <i«n - 1)/2 
P" f , = (I - n)/2 + a" + ,;a" + , = k 

4. REPRESENTATION MATRIX ELEMENTS OF 
SO(n) 

In this section, the properties of the representation ma­
trix elements of SO(n) are summarized.2,IO 

The representation D matrix elements of SO(n) are cal­
culated by sandwiching (2.6a) between the bases (3.1), i.e., 

D;?'!, ,IIA" tI({ OnD = (An{A ~ _ d ID(g(n» IAn {An - 1»' 
(4.1) 

where the notation {Aj I stands for (Aj,A,j _ 1, ... ,A,2) and 
{On I = (021,03,,032, ... ,0,,1, .. ·,Onn _ 1) are sometimes used in­
stead of g<n) in order to show the arguments explicitly. The 
corresponding D matrix elements ofSO(n, 1) are given in a 
similar form to (4.1) by using the representation matrix of 
SO(n, 1) and the bases (3.9). It therefore follows that in order 
to calculate the D matrix elements it is sufficient for us to 
know the d matrix elements (the boost matrix elements) pro­
vided that those ofSO(n - 1) [SO(n)] are known. The d ma­
trix elements of SO(n) and the boost matrix elements of 
SO(n - 1,1) are defined as follows: 

d(A,,) (0) 
A;, ,(A",)A" , 

= (A ~ ~ _ I (A n _ 2 I I R nn - 1(0) I An (A n - I I >, (4.2) 

bd (A",.p,,) (;) 
A;, ,(A" ,)A" , 

= «A n - 2,Pn);A ~ _ I (An _ 21/ R ~n _ g) I 

(4.3) 

where An _ 2 (mn2,mnJ, ... ,mn[nI2])' It will be difficult to 
calculate (4.2) and (4.3) directly by using the matrix ele­
ments (3.6) and (3.10). 
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SO(n) content 

I mn + l(n + 1)/1 [ <.mn(n - 1)12<.··· 

<mn + 12<mlli 

m"(I" + ')/2 _ il = 0 for 1 <i<k - 1 

morlo t 1)/2-il = 0 for l<i<k 

D:s;;;;;m ll + 1 [(II + 1)12 - J... r<m" + 1 [(II - tJ/l k. r('" 

The orthogonality and the completeness relations for 
the D matrix elements ofSO(n) are given as follows 2

•
lo

: 

Is dV' n(A,,) (g(n»D(A;,) 
nL'IA IIA'" I lA' IIA" ,I(g'''» SO(n) 1/ I II I II I n --

Vn 
=8 IA"IIA;,18 IA;; ,IIA;;' ,I ~' (4.4a) 

~ N (An) ~ D (A,,) (g(n»D (A") (g(nY) 
k.. V k.. IA" ,IIA;, ,I IA" . .lIA;, .I 
A" n IA" .lIA;, ,I 

=8(n)({Onj,{0~j), (4.4b) 

where 8 1A IIA'I stands for a product of Kronecker 8's in the 
individual indices. The expression for 8(n) (-,.) is given by 

8(n)({ Onl,[ 0 ~j) = 8(n _ I)({ en _ I l,{ 0 ~ - d) 

n-I 

X IT (sinOnl- n + 18(On) - 0 ;,), (4.5) 
)= I 

The following relations are obtained from (4.4) by taking into 
account (2.6a), (4.1), and (4.2): 

~ (dS U(A,,) (S )H(A;,) 
L.. J~ flU IA" ,IIA;, ,I n IA" ,IIA;; 

IA" ,I s" 

VnN(An _ 1) 
=8 1A , IIA" 18AA' , ,,' ,,' "" Vn _ IN (An) 

(4.6a) 

X d(A;,) (0) 
A .. ,(A .. ,)A;, , 
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v'-;; r «n - 1)/2)N (An _ J)N (A ~ _ [) 
=8,1,1' , (4.6b) 

, " r(nI2)N(An) 

IN(An)d~:,)'(A" 2),1:, y))d~~,')'(A:' 2),1;, ,(e/) 
A" 

(4,6c) 

(4.6a) and (4.6b) represent the orthogonality relations of the 
H (5" ) and the d matrix elements, and (4.6c) represents the 
completeness relation of the d matrix elements. 

The D matrix elements (4.1) can be taken as our bases in 
the representation space for SO(n). It follows from (4.4a) 
that the orthonormal bases relative to the scalar product 
defined as in (4.4a) are given by 

(
N(A »)[/2 

1[/(,1.,) (g(n» _ __ n_ D(A,,) (g(n» 
lA, ,I - V lA',: ,1\,1, ,I ' 

n 

(4.7) 

where [A ~ _ J J is fixed to some possible value. In fact, if we 
take the right shiftsg(n) -..In)g)n) and the action of D (n)(g\n» 
to the bases (4.7) as follows, 

(4.8) 

then it follows that the representation becomes unitary and 
the following relation holds, 

D (A,,) (g(n» 
IA:. ,11,1" ,I 

= <I[/(A,~ .D(n)(g(n»I[/(~,) ,I)' (4.9) 
IA" ,i I " 

where the right-hand side means the scalar product such as 
(4.4a). 

It follows from (2.9b) that the bases (4.7) are character­
ized and classified by the numbers An and [An _ d, i.e., the 
group chain of the second parameter group SO(n) 

::> SO(n - 1)::> ... ::> SO(2). From (2.9a), [A ~ _ d are charac­
terized by the eigenvalues of the invariants formed from J;k, 
i.e., the group chain of the first parameter group SO(n) 

::>SO(n - 1)::>···::>SO(2). Becauseof(2.9c), [A ~ _ [I can be 
regarded as the numbers characterizing the bases (4.7). It is 
clear from (2. 9b) that the action of Jjj + I on (4.7) and their 
matrix elements are given by (3.5) and (3.6). 

5. DIFFERENTIAL OPERATOR OF THE 
MULTIPLIER REPRESENTATION 

In this section, a differential operator of the representa­
tion R ~ + In(;) corresponding to bt~n:I~(;) is introduced 
and a multiplier is determined by requiring the commutation 
relations of SO(n, 1) for the differential operators. I 

Let En be a linear space consisting of the functions 
[(g(n», g<n) E SO(n). Since we know the transformation ofthe 
Euler parameters of SO(n) under the boost bt ~n++ I ~(;) as in 
(2.21), the action of the representation operator R ~ + 1,,(;) 
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on the functionf(g(n» may be written in the following form 
with a multiplier,2.18 

b (n) _ a(enl ) , 
R n + In(;}f(g ) - --[« en _ d,(e nl,en2, .. ·,enn -I»' 

aCe ~I) 
(5.1) 

where e ~I is given by (2.21a) and a(enl) is assumed to de­
pend only on enl because e's except for enl do not change 
under the boost bt ~n: I~(;)' Then it is evident that the condi­
tion of the representation is satisfied; 

R ~ + In(;1 + ?;2}f(ln» = R ~ + In(;I)R ~ + [n(?;2}f(ln}). (5.2) 

In order to determine aCe), we consider the infinites­
imal transformation on?; in (5.1). The differential operator 
(generator) I n + [n of the representation R ~ + [n(;) 
( = exp i?;JIl + In) is given from (5.1) as follows, 

. . (a 1 da(enl») I n + In = - Ismenl -- - --- • (5.3) 
aen [ a(On[) den I 

The differential operators of the second parameter group of 
SO(n) are given in (2.16b). We now require the commutation 
relations ofSO(n, 1) for I n + In in (5.3) and -0k (j,k<n) in 
(2.16b). Putting 

[In+I,,,Jnn_IJ = -iJn+ ln _ +' 

[In + I",Jn + In - [J = - iJnn - I' (5.4) 

we obtain from the second relation by writting e instead of 
enl ; 

cose .!!..-.-( sine da( 0) ) 
dO aCe) de 

= sinO ~ (SinO da( () ) ) 
del aCe) de 

This gives for aCe), 

a(O) = c2(siney'" '(tan ~r, 

(5.5) 

(5.6) 

where c l , C2, and p" + 1 are some constants. Then the expres­
sion for I n + In becomes 

I n + In = - i(Sinenl ~ - Pn + ICOsOnl - c,). (5.7) aenl 

We may put c, = 0 without loss of generality, because the c, 
term gives a multiplicative factor to the representation ma­
trix of R ~ + 1,,(;) and we are dealing with the representation 
of the special group SO(n, 1). Therefore, we obtain 

a(O) = c2(siney" " 

I n + In = - i(SinOn, ~ - Pn + leOSOnl), 
BOn I 

where Pn + I may be a complex number. 

(5.8a) 

(5.8b) 

We calculate I n + Ij (j = 1,2, ... n - 1) from the commu­
tation relation 

(5.9) 

Then it is straightforward to show that -0k 
(j,k = 1,2, ... ,n + I) satisfies the commutation relations of 

Takayoshi Maekawa 698 



                                                                                                                                    

SO(n, 1). It is noted that I n + In does not commute with J"j 
but commutes with J;k (j,k<n - 1). 

It is known that in a UIR of SO(n, 1) an irreducible 
representation of SO(n, 1) is contained either with multiplic­
ity one or not at alP and the D matrix elements of SO(n) 
constitute a complete set in L 2 space. 2 As in the case for the 
representation of the Lie algebra ofSO(n, 1), the representa­
tion ofSO(n, 1) may be treated in the space (En) consisting of 
the D matrix elements of SO(n). 

6. UNITARY REPRESENTATIONS OF SO(n, 1) 

In this section, the unitary representations of SO(n, 1) 
are discussed in a space consisting of the representation D 
matrix elements of SO(n).' 

A. Principal series 
Let us consider a linear space (En) consisting of the D 

matrix elements of the UIR ofSO(n) and define a scalar 
product as follows, 

«(/>"(/>2) = ( dVn (/>lln» (/>iln», (6.1) 
Jso(n) 

where (/>" (/>2 E En and <(/>,(/» < 00 is assumed for (/> E En' 
i.e. , En becomes a Hilbert space. The space En may be regard­
ed as the same one as that in Sec. 5 because the D matrix 
elements ofSO(n) constitute the complete orthogonal set in 

E~. 

It follows from (5.1) and (5.8a) that the action of the 

representation operator R ~ + In<b') on (/> E En becomes 

R ~ + I n<b')(/> (g<n» = (cosh; - cose n I sinh;f" , , 

X (/><[ en - I J ,(e ~1,en2, .. ·,enn _ I»' 

(6.2) 

where e ~I is given by (2.21a). Then it is easily shown by 
using (2.22) that the unitarity condition relative to the scalar 
product (6.1) is satisfied only for 

Pn + I = (1 - n)/2 + iVn + I' Vn + I real, i.e., 

(R ~ + In<b')(/>"R ~ + In<b')(/>2) = «(/>"(/>2)' (6.3) 

It therefore follows that the unitary representation of 
SO(n,1) relative to the scalar product (6.1) is realized for 
Pn + I = (1 - n)/2 + iVn + I' It is expected that this represen­
tation corresponds to the principal series of the UIR's given 
in Tables I and II. 

As is seen from (4.7) and the remarks given at the last 
part of Sec. 5, the orthonormal bases of the UIR's ofSO(n, 1) 
will be given by 

(/>(A" ,.p" , ')(g(n» 
IA"I 

(
N(A n»)1I2 (A) 

= N(Vn + l;An) -V- D I't'~: 
n 

where An _ I = (mn + 12,mn + 13, .. ·,mn + I[(n + 1)/2]) and a 
number Vn + I' which characterize the irreducible represen­
tation ofSO(n, 1), are introduced. At first sight, it seems that 
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An _ I is not contained in the right-hand side, but An _ I is 

connected with A ~ _ I as shown below. N (v n + l;An) is some 
constant with unit magnitude which depends on vn + I and 
An' and the normalization of (6.4) gives, due to (4.4a), 

IN(vn + l;An)12 = 1. (6.5) 

It follows from (2.9b) that the action of Jjj _ I (j<n) on 
the base (6.4) is given by the same formulas as (3.5) and their 
matrix elements by (3.6). As is noted in the preceding sec­
tion, the commutation relations of I n + In with Jjk are the 
same as those of Dn + In with Djk in Sec. 3. As the action of 
Dn + In on the Gel'fand-Tsetlin bases defined in Sec. 3 and 
their matrix elements are determined by the commutation 
relations alone,4.s the action of I n + In on (6.4) and their ma­
trix elements must be given by the same form as (3.10) and 
(3.11), i.e., 

J (/> (A" ,.v" , ')(g(n» 
nn + I /A"I 

nl2 
= '" bA (m )(/> (A,~ ,.V", ')(g(n» 
~ nJ (A"J /A" ,I) 
j~ I 

(6.6a) 

for n + 1 odd, and 

J (/> (A" ,.V" , ')(g(n» 
nn + I /A"I 

(n - 1)/2 
= '" bB (m n)(/> (A". "V"")(g(n» 

~ Y (A "J / A" , I) 
j~1 

+ be (/> (A" "V". ')(g(n», 
n + I /A"I (6.6b) 

for n + 1 even. A n7 stand for 
(mnl,mn2, .. ·,mnj_. I,m nj ± 1,mnJ + 1, ... ,mn[nI2]) and the ma­
trix elements bA, bB, and be are given by (3.11) with 
Un + I = O. Of course, these matrix elements are defined by 
the scalar product (6.1). 

In order to obtain the relation between (An _ I,Vn + I) 
and (! A ~ _ I J, v~ + I)' which is characterized by the group 
chain of the first parameter group SO(n - 1)~ 

SO(n - 2) ~ ... ~ SO(2) and a number v~ + I contained in 
I n + In' we calculate the second-order Casimir operator by 
taking into account (5.8b), (5.9), (2.15), and (2. 16b). By a 
straightforward procedure, we get 

[p~ + I = (1 - n)/2 + iv~ + 1]' 

(6.7) 

n-I 

= P~ + 1(P~ + I + n - 1) + L J}. 
j>k 

Taking into account (2.9a), (3.7), and (3.8), we obtain the 
eigenvalue with respect to (6.4), 
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F(n,l) =p' (P' + n - 1) n + I n + I 

1(n-I)l2) 
+ I m~ _ Ii (m~ _ Ii + n - 1 - 2J) 

)~ I 

[(n + 1)/2] 

=P~+I(p~+I+n-l)+ I m~_lj_1 
}~2 

X (m~ _ 1j _ I + n + 1 - 2J), (6.8) 

On the other hand, as in (4.11) and (4.12), the eigenvalue of 
F(n,l) can be calculated from the first expression of(6.7). The 
matrix elements in (6.6) together with the other matrix ele­
ments are given by the numbersA n _ p i.e., mn + vV>2) and 
a number Pn + I [= (1 - n)/2 + iVn + I]' As is seen from 
(3.12) and (3.3), we must have 

F(n.l) = p" + 1(P" + I + n - 1) 

[(n + 1)/2] 
+ I mn+I}(mn+li+n+ 1-2]). 

}~ 2 

(6.9) 

On comparing (6.8) and (6.9) and considering the general 
validity of these relations, we may get 

p~+ I =Pn+ I' 
o 

mn _ Ii - 1= mn + Ij 

(j = 2,3, ... ,[(n + 1)/2]). (6.10) 

It is necessary to use a complete set of invariants ofSO(n, 1 )19 
in order to complete the above discussion but it is hard to 
express directly the invariants given by the differential oper­
ators of the second parameter group in terms of those of the 
first parameter group such as (6.7). However, the validity of 
the above results is confirmed in the following. 

It therefore follows that the irreducible representations 
ofSO(n, 1) are characterized by the numbers mn + Ii 

( = m? _ I) _ I) and a complex number P n + I as expected, and 
the bases (6.4) may be written in a form 

</>(,1" "v,,, ')(g(n» 
IA,,[ 

= N(vn+ I;A,,)( N~n)r/2Dl~': ,[IA" ,[(g(n», (6.11) 

" 
where [A,,_d = (A n _ I,A n _ 2, ... ,A2) and 

A j = (mJI,mJ2, ... ,mJU12]) for j < n - 2 with some fixed mJk' 

Next in order to determine the constant N(vn + l;An), 
we consider the matrix elements of I n + In' whose action on 
the bases (6.11) is given by (6.6) with Un + I = O. we first 
consider the case of n + 1 odd. From (6.6a) and (6.6b) with 
its normalization, we obtain 

b A ( ) _ (</> (,1" "v,,, ,) J </> (,1" "v,,, ,» 
m nj - (A,,; [A" ,J)' nn+1 IA,,[ • (6.12) 

The right-hand side is rewritten by using (5.8b), (4.4a), and 
(4.6a) as follows, 
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X [(1 - n + iv )1(A,,; ,A,,) 
2 n + I ,1" ,A" 

+ T(A,,: ,A,,) ], 
1 A" lA.1! I 

where 

T(A,,; ,A,,) 
,1" ,A" 

(Vn_IY [N(A nj)N(An)] 112 

V,F" _ 2 N(A" _ I)N(An _ I) 

x I N (An _ 2) f' df) sinn - 2f) cosf) 
A" , 0 

x d(X,,:) (f)d (A,,) 
,1" ,(A" ,JA" , ,1" ,(A" ,)A" 

(Vn_I)2 [N(Any)N(An)]1/2 

VnVn _ 2 N(An _ I)N(An _ I) 

(6.13) 

,(e), 

X d(X",J (e) 3-...d(A,,) (e) 
,1" ,(A" ,)A" , de A" ,(A" ,)A", . 

It is noted that these I and T do not depend on v n + I' 

Taking into account the matrix element of Jnn +- I' i.e .. 
(3.11a), we can rewrite (6.13) in the form 

N(vn + I;A n» 
N(vn +- I;A n) 

= [(1 - n)!2 + iVn + 1+ Id 12 

x [mn) + iVn + 1+ (n + 1)/2 - jll-ll2 (6.14) 

where the quantities 11 and 12 are independent of v" +- I . As 
the magnitude on the left-hand side of(6.14) is unity due to 
(6.5) and the two quantities in the denominator on the right­
hand side are complex conjugate to each other, we thus ob­
tain two possibilities for the solution for m~j = m nj + 1 and 

m ~I = m nl (I-=I=J). 

Case 1: 

N(vn + I;A ,,~j) _ (mnj - iVn +- 1+ (n + 1)/2 - j )1/2 
--~-"-- - c . 
N(vn + I;A/I) m nj + iVn + I + (n + 1)/2 - j 

(6.15a) 
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(I ~j + ~ + 1»)I2B '(m n) = bB (m n), 

Vn+IC~+I=bCn+I' 

(6. 24b) 

(6.24c) 

In this way, we can give many integral formulas containing 
the d matrix elements. The formulas (6.21)-(6.23) will be 
used in the discussion of the complementary series. 

B. Complementary series 

Here we consider the case of v n + 1 = 0 
[Pn + I = (1 - n)/2 + an + I] but the unitary 
representation. I 

The bases and the action of the representation on the 
bases are the same as in (A), i.e., 

(/> (A" "",,, ')(g(n» 
1,1.,,1 

(
N0n»)'/2 (A,,) 

= N (an + 1;,1,n) -V-- D 1 A" ,) 1,1." 
n 

(6.25a) 

R b (r)(/> (A" "a", ')(g(n» 
n + In~ 1,1.,,) 

= [(cosh; - cosO n I sinh;Yn + I] 

X "",(,1" .I.
a " , ')(10 l (8' 8 8 » 

'Y IA"I n - l' nl' n2"'" nn - 1 , 

(6.25b) 

where N (an + 1;lLn) is a constant to be determined. It is clear 
that the representation condition is satisfied for P n + 1 but the 
unitarity condition is not satisfied for an + I=FO under the 
scalar product (6.1). We must, therefore, find a scalar prod­
uct relative to which the unitarity condition holds for 

an + I=FO. 

According to Ref. 1, we define the following scalar 
product, 

<(/»'(/>2>e 

= r r dV~dVn[1 _ (g(n)'g<n)-I)nn]o-n)/2-a"., 
)so(n) )so(n) 

(6.26) 

where (/»' (/>2 E E ~ the space consisting of the bases (6.25a) 
and having the scalar product (6.26). The quantity 
[I - (g(n)'g(n) - I)nn] is considered to be a generalization of 
the kernel in the case of the Lorenz group20 and depends on 
the Euler parameters as given in (2.4a). The function K is 
introduced according to Ref. I and we assume that the func­
tion K exists and does not depend on the parameters 8n, and 
8 ~1.1t will always be possible to construct such functions 
because we have n2 elements of g<n)'g<n) - I and only n(n - I) 
parameters. However, in what foIIows it is sufficient for us to 
assume the existence of such a function. 

The normalization of the bases (6.25a) relative to the 
scalar product (6.26) is given by 

(6.27) 
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which gives the condition 

f dVn(1 _ coso"lf - n)/2 - a" , 'K (g(n» 
)SO(n) 

X D (,1.,,) (g(n»-IN(a .1)1- 2 
1,1" ,)1,1" ,I - n + I"'"n ' (6.28) 

where (2.4b) is used and it is taken into account that K does 
not depend on the parameter Onl due to our assumption on 
K. 

As the function K in (6.26) does not depend on the pa­

rametersen1 and 8 ~I' it is easy to see that the unitarity condi­
tion relative to the scalar product (6.26) is satisfied for 
Vn + 1= 0, i.e., 

(R ~ + 'n(t)(/»,R ~ + In(t)(/>2)e = «(/>h(/>2)e, 

where (/»,4>2 E E~. This can be shown as follows. 

From (6.25) and (6.26), we have 

(R ~ + In(t )(/>hR ~ + In(t )(/>2) e 

(6.29) 

= f f dV~dVn[l_(g(n)'g(n)-')nn]('-n)/2--a", 
)so(n) )so(n) 

where 

cos8~lcosh; - sinh; 
COSO~I = , 

cosh; - cose; 1 sinh; 

casOn I cosh; - sinh; 
cosOnl = 

cosh; - cos8 n 1 sinh; 

(6.30) 

Changing the integration variables On 1 ,8; I ~ 0" 1 ,e~ 1 and us­
ing (2.4a), (2.22), and the relation 

1 - cos8' cos8 - sinO' sinO (g(n - I)'g(n - I) - I) 
nl nl nl nl n - In - 1 

= [I - COSe~ICOSOnl - sine~lsinOnl(g(n - I)' 

X (cosh; + cosOn,sinh;t), 

we obtain 

(R ~ + In(t)(/>hR ~ + In(t)4>Je 

= r ( dV;dVn[ 1 _ (g(n)'g(n) - l)nn](1 - n)/2 - <7", , 

)so(n) )SO(n) 

(6.31) 
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This gives (6.29) directly in the case of v n + 1 = O. 

Thus we obtain the representation for 
Pn + 1 = (1 - n)/2 + Un + 1 which is unitary relative to the 
scalar product (6.26). It is evident that these representations 
given by the various choices of K correspond to the comple­
mentary series in Tables I and II because the matrix elements 
for I n + In are given by (3.11) with 
Pn + 1 = (I - n)/2 + Un + 1 

In order to determine the factor N (un + ,;An) in (6.25a), 
we proceed in the same way as in Sec. 6 A. The matrix ele­
ments of I n + In will be given by (3.11) with Vn + 1 = 0 (cf. the 
next section), 

b A (m .) = ($ (An ,.U" , ,) J $ (An ,.un , ,» 
n} (A n; IAn ,I)' nn + 1 IA"I c' 

for n + 1 odd and 

bB (m .) = ($ (A" ,.<'" , ,) J $ (A" "<',, , ,» 
n} (A":IA,, ,1l'nn+1 IA"I c' 

bC _ ($ (A" ,.U" , ,) J $ (A" ,.Un , ,» 
n + 1 - I A,,! , nn + 1 IA"I c' 

(6.3Ia) 

(6.3lb) 

(6.3Ic) 

for n + 1 even. Of course, the Pn + 1 in Jnn + 1 is given with 
Vn + 1 = O. 

We first consider the case of n + I odd. Then (6.31a) 
gives 

X I(A ,,: ,A,,) + T(A ,,: .A,,) ] 
A" ,A", A" ,A" , ' (6.32) 

where use has been made of the relations (4.4a), (4.6a), and 
(6.28), and I and Tare defined below (6.13). We obtain, 
using (6.21) and (6.24), 

N(un+ ,;A nj) (m nj - un+ 1 + (n + 1)/2 - j)1I2 

N(un + ,;An) - m nj + un + 1 + (n + 1)/2 - j . 
(6.33) 

For n + 1 even, we obtain a similar result to (6.33) but we 

must have Un + 1 = 0 or mn + I(n + 1)/2 = 0 due to the bCn + 1 

term in (6.6b). The first case of Un + 1 = 0 is contained in the 
principal series and then we adopt the second case of 
mn + I(n + 1)/2 = 0 in what follows. We, therefore, obtain 
the following expression for any An and A ~ as in 6 A, 

N (un + I;A n) 

N(un + I;A~) 

(

In/21 

= jIll r(mnj - Un + 1 + (n + 1)/2 - j) 

x [r(m nj +Un + , +(n+l)12-j) 

(6:34) 
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It is noted that the expression (6.34) is intimately connected 
with (6.16). For the complementary series contrary to the 
principal series, we can not determine N(un + ,;An) uniquely 
from (6.28) and (6.34), because only the product of 
N (un + ,;An) and the function K is determined from (6.28). 
However we may choose, for instance, as follows 

N( .,,1, ) = ([n
lI
l21 r(mnj - Un + 1 + (n + 1)/2 - j) )/2 

a n + l' n . 
j=1 r(mnj +un+ I +(n+I)!2-j) 

(6.35) 

Then it follows that the function K is fixed by (6.28). It is 
noted that we must determine N (un + ,;A n) from (6.34) in 
such a way that the singular terms from the gamma func­
tions do not appear in their expression, for example, as 
(6.35). 

The boost matrix elements of the representation are giv­
en by 

bd (A" "a", ')g) 
A;,(A" ,)A" 

=($(,1" ,.a"")Rb Ir)$(A" "u" '». 
(A;,IA n ,Il' n + In~ IA"I c 

As in the case of (6 A), this becomes 

bd(A" "(7,,, ')g) 
A ;,(A" ,lA" 

(6.36) 

r(n!2) [N(A~)N(An)]1I2 N(UH1;A n) 

V rrr«n_l)/2)N(A n - , )N(An _ , ) N(un+,;A:,) 

x ~ N (A ) f7T dO sinn - 20d (A ;,) 
L n - 2 Jc An ,(An ,)An ,(0) 

A" 2 0 

X (cosh~ - cosO sinh~)(1 - n)/2 + 0'" . , 

X d(A,,) (0 ') 
An ,(An ,)A n , • (6.37) 

As is expected, (6.37) is intimately connected with (6.19) for 
the principal series. For n + 1 even, mn + I(n + 1)/2 contained 
in An _ 1 is zero. 

Thus we could have given the matrix elements for the 
infinitesimal operator Jnn + 1 and the computation formulas 
for the representation matrix of all the VIR's of SO(n, 1). 

7. MATRIX ELEMENTS IN ANY IRREDUCIBLE 
REPRESENTATIONS OF SO(n, 1) 

In this section, it is shown that the relations (6.10), 
which hold for the principal series and are used in the com­
plementary series, are valid in general and the irreducible 
representations which may not necessarily be unitary are 
discussed. 

We consider a linear space (E ;) consisting of the D 
matrix elements of the VIR's ofSO(n). The bases are taken 
as follows, 
$ (An "Pn. ')(g(n» 

IAn} 

(
N(An»)I/2 (A) 

= N (Pn + ,;An) -V- D li'~ 
n 

(g(n» 
,IIA" ,} , 
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wherep" + I is some complex constant and 

N(p" + I;A") 

N (p" + I;A ~) 

= [un + 1 - (n - 1)/2 + Pn+ 1 in (6.34)]. (7.2) 

Ifnecessary, the factor N (Pn + 1;A") must be chosen in such a 
way that the singular terms from the gamma functions do 
not appear. 

The action of the representation operator R ~ + 1n(;) on 
the bases is given by (5.1) with (5.8a) and the differential 
operator (generator) of the representation is given by (5.8b), 
i.e., 

J" + In = - i(sinOnl ~ - Pn + ICOSOnl ). (7.3) 
aOnl 

(6.21), (6.22), and (6.23) give the following relations: 

cosO D (A,,) (g(n» 
n1 IA~: .J IA" ,I 

= ~ n) I (~,": .A,,) 
nl2 (N (A + »)1/2 

)-=-I N (An) A" ,A" 

(7.4a) 

. 0 a D (A,,) (g(n» 
- sm nl-- IA" ,IIA" ,J aOnl " 

= ~ nj T(~,"; .A,,) D (A "j) (g(n» nl' (N (A +») 1/2 

j-=-I N(An) A" ,A", IA?, .IIA" ,I 

(7.4b) 

for n even, and 

sO D (A,,) (g(n» 
co It 1 I A ~: d I A" ,/ 

(n - 1)/2 (N (A n'n) 1/2 (A' A) (A ' ) - ~ , I "J'" D '" (g(n» 
- )-=-1 N(An) A~: ,A", IA~: ,IIA" .J 

(7.5a) 

_ sinO ~ D (A,,) (g(n» 
nl ao IA" dlA" ,J 

nl 

(n - 1)/2 (N (A +») 1/2 , - L n) T(A n] ,A,,) 

- j= I N(An) A~ ,A" 
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(n - 1)/2 (N (A -») 1/2 + n) T(A", ,A,,) D(A"J) 
.~ N(A) A',: ,A", IA~: ,IIA" ,I 

) - 1 n 

for n odd. It is noted that these relations hold independent of 
the existence of scalar product for the bases (7.1). 

Therefore, the action of (7.3) on (7.1) is easily obatined 
as follows, 

J (/J (A" ,.p" , ')(g(n» 
nn + 1 IA"J 

n12 
= ~ bA (m )(/J (A" "p". ')(g(n» 

L n) (A";IA,, ,Il 
)=1 

for n + 1 odd and 

J (/J (A" "P"., )(g(n» 
nn + 1 IA"J) 

(n - 1)/2 
= ~ bB (m )(/J (A" "p" ')(g(n» 

L n) A",1A" ,I 
)= 1 

+ be (/J (A" "P". ')(g(n» 
n + I IA"I ' 

(7.6a) 

(7.6b) 

for n + I even. The matrix elements b A, b B, and be are given 

by (3.11) with the substitutions mn + Ij = m~ - 1) - 1 

(j = 2,3,oo.,[(n + 1)12]) and complexPn + I' On the other 
hand, (6.7) holds for any P" + 1 and the action of (6.7) on 
(7.1) gives (6.8), i.e., 

F(n,l) = Pn + l(Pn + I + n - 1) 

[(n + 1)/2] 

+ L m~ _ 1j - I(m~ _ 1) _ I + n + 1 - 2J) 
j= 2 

(7.7) 

From the above results, it follows even in the general 
cases that we can take m~ _ 1j _ 1 = mn + 1) 

(j = 2,3, ... ,[(n + 1)/2]) andpn + 1 which characterize the ir­
reducible representations of SO(n, 1), The bases (7.1) may 
thus be written in the form 

(/J (A" "p" , ,l(g(n» 
IA"I 

=N(P .1) __ n_ D(A,,) 
(

N(A »)112 
n + I""" V IA" 

n 

The action of R ~ + 1n(;) on (7.8) is given by (5.1) with 
(5.8a), and the representation condition is satisfied for any 
Pn + I' Therefore, we may define the general matrix elements 
of R ~ + 1n(;) by taking (7.6) into account as follows, 
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Case 2: 

N(vn+ I~ nj) = €'( m nj + I> + 1+ (n + 1)/2 _~)1I2. 
N(vn + l;An) m nj -IVn + 1 + (n + 1)/2 - J 

(6. 15b) 

Here E and E' are some constants of unit magnitude which do 
not depend on Vn + I' It follows that (6.15a) and (6.15b) are 
complex conjugate to each other up to a phase factor. We 
may, therefore, choose one of them as our solution without 
loss of generality, because we can start with (6.4) or its com­
plex conjugate and the representations with (An _ \,vn + I) 
and (A ~ _ I' - vn + I) are unitarily equivalent, where 

A ~ _ 1 = (m n + 12, mn + i3, ... ,m" + lnl2) for n + 1 odd and 
A ~ _ 1 = (m n + 12, .•• ,mn + I(n - 1)/2' - m" + 1(" + 1)/2) for 
n + 1 even. In what follows we adopt (6.15a). 

Taking into account the restrictions (3.2), we obtain 
from (6. 15a) for an An and A ~, 

N(v" + 1;,1,,) 

N(v" + l;A~) 

( 

,,/2 

= E XII {r(m nj - iv" + 1 + (n + 1)/2 - j) 

x r(m~j + iv" + 1 + (n + 1)/2 - j)} 

x {r(m nj + iVn+ 1 + (n + 1)/2 -J) 

where E is a phase factor independent of v" + I' Thus we could 
determine the ratio of the constants N(vn + l;An) up to a 
phase factor which we take equal to one. Then we may put, 
for example, 

. _ ( [n,,/21 r(m"j - iv" + 1 + (n + 1)/2 - j»)112 
N(v" + I;A,,) - . . . 

j= 1 r(mnj + IVn+ I + (n + 1)/2 - J) 
(6.17) 

Similarly, for n + 1 even we can obtain the sameformu­
la as (6.17), in which nl2 on the IT is to be replaced with 
[nI2], and thus (6.17) holds for both n + 1 odd and even. In 
this way, we could determine the constant N (v" + l;An) as 
(6.17) and then our bases (6.4) are fixed completely. 

The boost matrix elements of the representation 
R ~ + In(£)' which will, of course, coincide with (4.3), are 
calculated through 

b d(A" ,.1'". ,)(£) 
A;,(A" ,)A" 

_ (lP (/I" "v,,, ,) R b (!-)lP (/I" "v" + ,» 
- (A ;.IA" ,])' n + I,,\b IA,,} • 

(6.18) 

Making use of the relations (2.6a), (4.1), (4.4a), and (4.6a), 
we rewritte (6.18) into the form 

r(n/2) [N(A ~)N(An)]l/2 N(vn+ l;An) 

V 1Tr«n-l)/2) N(An_I)N(A n_ l ) N(Vn+I;A~) 
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,(0) (6.19) 

x (cosh; - cosO sinh;)(J - ,,)/2 + ;1'" + 'd (A,,) 
/I" ,(A" ,)A" ,(0'), 

where 0' is given by (2.21a), i.e., 

LJ' cosO cosh; - sinh!-coSu = -----=:..----'~"--
cosh; - cosO sinh; 

andN(vn + I;An)IN(vn + I;A~) is given by (6.16) with € = 1. 

From (6.19), we easily obtain the relations 

bd(/I" ,."" , ')(0) = {j 
A ;,(A" ,)A" A ;.A,,' (6.20a) 

(6.20b). 

= bd(~" ,.1'", ')(£1 + ;z). (6.20c) 
A "(A,, ,)A" 

(6.20b) and (6.20c) show the unitarity and the representa­
tion conditions explicitly. 

As a byproduct of the above discussions in (6.12)­
(6.17), we obtain useful formulas for the integral containing 
the d matrix elements. We obtain from (6.14) 

- 11 = m nj + 1 - j, - lz = 1. 

Expressing 11 and 12 in terms of 1 and T and considering the 
corresponding expressions for n + 1 even, we obtain 

(i) n + 1 odd, m~j = m nj ± 1 and m~[ = m n[ for {=Fj, 

l(A,,; .A,,) ,= _ iA '(m"i)' 
A" ,A" , 

I(A"j .A,,) = _ iA '(m . - 1), 
All I.A" 1 nj 

T(A ,,: .A,,) = i(m . + 1 - })A '(m ) 
A" IA" I nJ nJ ' 

T(A", .A,,) = _ i(m" + n - 1 - J)A '(mn - 1). 
JI" ,.A" I 1 1 

(ii) n + 1 even, 

(a) m~j = m nj for all j, 

1 (A ,,,A ,,) = C ' 
A" l.it" 1 n + l' 

T(A".A,,) = n - 1 C' 
JI" ,A", 2 n + J' 

(b) m~j = m nj ± 1 and m~[ = m n[ for {=Fj, 

(6.21a) 

(6.21b) 

(6.22a) 

(6.22b) 

IC:"j·A;.,l = -iB'(m), IJI(A"~.~,,) = -iB'(m"i-l), 
/1" \, 1/ 1 nJ" I/L. n I :J 

(6.23a) 

(6.23b) 

The primes on A " B ' and C' mean the omission of a factor 
containing v" + I' i.e., 

[(I,,) + !)Z + ~ + dInA '(m n) = bA (m,,), (6.24a) 
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Making use of (4.4a) and (4.6a), we obtain 

bd(A" "p" , ,)(;) 
,1;,(,1" ,),1" 

= [iv n + I -+ (n - 1 )/2 + P n + I in (6.19) j. (7.10) 

As is expected, this expression agrees with that of(6.19) or 
(6.37) except that P n + I appears instead of v n + I or an + I' It 
is noted that (7.6) and (7.10) hold in general regardless of the 
existence of a scalar product for the bases. It is evident that 
(7.10) satisfies the same relations as (6.20a) and (6.20c), i.e., 
the representation conditions. 

It is noted that the following relations hold, 

bd (A" ,.p" , ,)(;) 
,1;.(,1" ,),1" 

= exp[i,,/~J (m~ - mn)]bd(A" "p" , ,')(;), L ~ ~ ,1"(,1,, ,),1" 
j 

bd (A" "p", ,)(;) _ bd (A" "p" , ,)(;) 
,1;,(,1" ,),1" - ,1;,(,1" ,),1" • 

(7.11) 

The first one is easily seen from the property for the matrix 
elements of I n + In and the second from (7.10) with the first 
one for the d matrix elements ofSO(n). 

8. CLASSIFICATIONS OF THE UIR'S OF SO(n, 1) 

In this section, a simple discussion on Tables I and II is 
given. 

The classification of the VIR's of SO(n, 1) is considered 
to be given by the same Tables I and II, because the matrix 
elements of I n + In are the same as those for Dn + In by which 
the classification is made. However, it is necessary in our 
case that the integral must converge in each class. Therefore, 
simple discussions are given on the classes in Tables I and II. 

For the principal series, the gamma functions contained 
in the factor N (v n + I;A n) have no singularities for any possi­
ble numbers mnjand Vn + J7~Oand thus we obtain the class (i) 
in Tables I and II. Forvn + 1= 0, weobtainN(vn + l;An) = 1 
from (6.17) and thus have the class (i) in Tables I and II. 
Though the case of v n + I = ° is excluded in Table I, our case 
contains this class because the complementary series cannot 
include the class corresponding to v n + I = 0. The orthonor­
mal bases and the boost matrix elements of the representa­
tion R ~ + In(;) are given by (6.11) and (6.19) with (6.16) 
(€ = 1). 

For the complementary series, there are many classes in 
Tables I and II. It is seen from (6.28) that at least the follow­
ing integral must converge, 

(7r dO sinn - 20 (1 _ cosol l - 2)/2 - CT" + 'd (A") (0). Jo ,1"_,(,1"_ ,),1"_ , 

(8.1) 

The d functions are polynomial in trigonometric functions 
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and the same relation as (6.20a) holds. This means that the d 
function in (8.1) must contain at least a term without sinO. 
Thus, we get the condition - an + 1> ° for the convergence 
of the integral. Therefore, we must get rid of the cases of 
an + I = ° in Table I. For an + 1*0' it is easy to confirm the 
results given in Tables I and II. The orthonormal bases and 
the boost matrix elements are given by (6.25) and (6.37). The 
factor N (an + l;An) is given by (6.35) exceptfortheD -case in 
Table I. For the D - case, the factor N (an + l;An is given by 

(
r(-m -a +1) N ( '..1. ) = nnl2 n + I 2 an + b n 
r ( - m nn/2 + an + I + !) 

X (n ti)/2 r(mnj - an + 1+ (n + 1)/2 - J)) 1/2 

j=1 r(mnj +an+ I +(n+1)/2-J) 

9. CONTINUATION TO THE MATRIX ELEMENTS 
OF SO(n + 1) AND ISO(n) 

In this section, it is shown that by continuation with 
respect to the parameters ofSO(n, 1) (the principal series) the 
representations ofSO(n + 1) and ISO(n) are obtained. 5

,9,1I 

It follows from the fact stated below (2.18) and the rela­
tion between (3.8) and (3.13) that the representation of 
SO(n + 1) will be obtained from that of the principal series 
of SO(n, 1) by the analytic continuations of the parameters, 
i.e., by the substitutions of {;, Pn + I = (1 - n)/2 + iVn + I 
and Jnn + 1 into iOn + II,m n + I p and iJnn + I' Then the bases 
and the differential operator are given by 

(/> (A" , ')(g(n» 
IA,,} 

. (N (An) )112 (A,,) 
=N(mn+ll;An) -v- DIA" .JIA" 

n 

J nn + 1= mn + IICOSOnl - sinOnl ~, aOnl 

where An + I = (mn + II.A n _ I) and 

N (mn + lI;An) 

(
itT [n12J ) 

=exp -"'2 t mnj 

(g(n» 
.J ' 

(9.1a) 

(9.1b) 

[ 

[n12J ] - 112 
X )!I r(mn+ll+mnj+n-J)r(mn+lI-mnj+J) . 

The factor N(mn + lI;An) is easily found from (6.16) by tak­
ing into account the property of the gamma function, i.e., 

r(-m)= (_l)m-m,r(m'+l), 
r(-m') r(m+1) 

for m and m' positive integers and a phase factor is fixed as 
above. The differential operators I n + Ij (j = 1,2,oo.,n - 1) are 
obtained from (5.9) by the above substitutions or directly 
from the commutation relations 

(9.2) 
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and it is straightforward to check that they satisfy the com­
mutation relations of SO(n + I) together with (2.16b). 

It is easily seen from (6.21), (6.22), and (6.23) that the 
action of(9.lb) on (9.la) agrees with (3.5), i.e., 

J (/J (A" , ')(g(n» 
nn + I IA"I 

n/2 
= '" A (m .)(/J (A,: ' ,) (g(n» 

£.. n) A"1IA" d 
j=1 

nl2 
'" A (m _ I)(/J (A" , ,) (g(n» 
£.. n) A "1 IA" ,I ' 

j= I 

for n + I odd, and 

J (/J (A" , ')(g(n» 
nn + I IA"I 

(n - 1)!2 
= '" B (m )(/J (A,: ,,) (g(n» 

£.. n) A",IA" ,I 
j= I 

(9.3a) 

for n + I even. The formula for the D matrix elements is 
obtained from (6.19) by the replacements 

bd(A" "A", ,)<t) d(A". ,) (0 ) 
A ;,(A" ,)A" --> A ;,(A" ,)A" n + II ' 

S-->iO"+II' 

Pn + I = (1 - n)/2 + iVn + I --> mn + II' 

N (Vn + l;An) --> N(mn + ll;An)' 

(9.4) 

Then it follows from (6.20) that the d matrix elements satisfy 
the representation and the unitarity conditions. 

Similarly, we consider the inhomogeneous rotation 
group ISO(n) (Euclidean motion). The contraction of 
SO(n,l) (the principal series) to ISO(n) is given by 
ipn + I --> 00 under the condition ofipn + IS = Ys, where y is 
some constant and O<s < 00 .9,10 The infinitesimal operator 
I n of the representation corresponding to a translation to the 
nth direction is given by 

I n = lim ~Jn+ II = ycosenl · 

ip" t 1- 00 lPn + 1 

(9.5) 

The operators Jj (j = 1,2, ... ,n - I) of the representation are 
obtained from 

(9.6) 

where In/s are, of course, given by (2.16). Then it is easy to 
check that the commutation relations ofISO(n) are satisfied. 
The second-order Casimir operator becomes as follows, 

n 
IF(n) = I 1] = y2. (9.7) 

j= 1 

The orthonormal bases are given as follows, 
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(/J (A" "Y)(g(n» 
IA"I 

_ ( . 1T [nI12] )(N(An»)I12 D(A,,) ,I(g(n». -exp -1- m n ; --- III IIA 
2 j 'Vn ,,' " 

(9.8) 

The action of I n on (9.8) is given by the same form as (6.6), 
i.e., 

J (/J (II" "Y)(g(n» 
n IA"I 

n/2 
_ iy '" I (A "1 .A,,) (/J (A" "y) (g(n» 

£.. II" ,A", A",IA" ,I ' 
j= I 

(9.9a) 

for n even, and 

J (/J (A" "Y)(g(n» 
n IA"I 

(9.9b) 

for n odd. The matrix elements I are given by (6.21) or (6.22) 
and (6.23). 

The formula for the Id matrix elements, which are the 
matrix elements of the representation (expisJn) of the nth 
direction, is obtained directly by sandwiching expisJn be­
tween (9.8) or from (6.19) by the replacements 

bd (II" ,.v" , ,)<t) Id (A" ,.y) (0 
A ;,(A" ,)A" --> A ;,(A" ,)A" ' 

(coshs - cosOsinhs/1 - n)/2 + iv" . , ~ exp(iyscose), 

(9.10) 

0' ~e, 

N(v" + I;A n ) ~ exp( - i!!.... [II m nj). 

~ j= 1 

These are easily seen from ipn + 1 ~ 00 under ipn + IS = ys· 
Then it is seen that the representation and the unitarity con­
ditions are satisfied, 

Id (A" ,.y) (0) ~ 
A;,(A" ,)A" = UA;,A,,' 

(9.11) 

Finally, it is noted that a finite dimensional nonunitary 
representation of SO(n, I) is obtained from the irreducible 
representation in Sec. 7 by replacingpn + I by mIt + II' The 
dimension of the representation, of course, agrees with that 
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for SO(n + 1), and the bases of the representation are given 
by (7.8). The formula for the d matrix elements is obtained 

10. SIMPLE EXAMPLES 

The results of Sec. 7 are easily checked for the cases of low n by using the known relations for the d matrix elements. 
Simple examples are given to show the validity of our phase convention. 

A. SO(2,1)18 

The bases and the operators are given by 

<I> ~~)( e) = N (p;m) eim (), 

V21T 

N(p;m) = (r(m- p )F(m'+p+l»)I12, 

N(p;m') r(m + p + 1)F(m' - p) 

J 
.a 

21 = P21 = - I -, ae 

J'2 = - i( sine :e - pcose ). 

where 0,,;; e < 21T and p is a complex number. The second-order Casimir operator becomes 

F(2,1) = nl - nl - n2 = p(P + 1). 

The action of J2l on (lO.la) is really obtained as follows 

J 2]<1><;:.)(e) = ~ V (m -p)(m +p + 1) <1><;:')+ I(e) 

(lO.la) 

(lO.lb) 

(10.2) 

- ~ V (m -p - 1)(m +p) <I><;:')_I(e). (10.3) 

The computation formula for the representation matrix elements corresponding to the boost becomes as follows 

bd(P) (f-) = _1_N(p;m) {21T dee-im'(}(coshf--cosesinhf-Y'eim(}'. (10.4) 
mfn \!> 21T N (p;m') Jo !> !> 

It is noted that the factor N (p;m) for class D - in Table I must be chosen as in the form shown in Sec. 8. (10.4) can easily be 
integrated and expressed in terms of a hypergeometric function. 

B. SO(3,1)20 

The bases and the operators are given by 

<I> (j'~)q ed) = N (Pi/)( 2
j

8
: 21 y/2 D ~~q ed), 

D ~:,,(el J) = expi(ke21 + me)2)d ~~(ell)' 

N(Pi/) = (r(j - p)F(j' + p + 2»)1/2 
N (Pi) r (j + P + 2)r (j' - p) , 

(lO.Sa) 

J e COSell . sinen 
21 = Pl2, J32 = cos 3,jJ31 - -.-- smel,jJn + -.--P2h (10.Sb) 

smell smell 

J - e COSell . sine21 21 = P21, J l2 = cos 2J/Jll - -.-- sme2J/J21 + -.--pn, 
Smell Sme31 

J4l = - i(sine31 ~ - pcose31 ), 

aell 
where p is a complex number and k,j, and m are used instead of m 42 , m 3h and m 21 • The second-order Casimir operators become 
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3 3 

F'l.Il = I J7k - I J~j = p(P + 2) + 711' 
j> k j 

G = J I,.!., + J'IJ' 2 + J"J'I = - i(P + 1).1;"1' 

The action of J" on (10. Sa) is really given by 

J,.<1> it~)(! 83 J) = B (J)<1> ~~\ m)( I 8d) - B (j - 1)<1> ~~'fJllm)(/ 83 j) + C.<1> ~~)(/ 83 j), 
with the matrix elements 

B . =i(W+ 1)2-k']W+ 1)'-m2]W+ 1)2_(P+ 1)2])1/2 
(j) (2j + 3)(j + 1)(2j + 1)(j + 1) , 

C = _ i mk (P + 1). 
4 j(j + 1) 

The formula for the representation matrix elements corresponding to the boost is 

hdj,~;;;Vt) = H(2j + 1)(~j' + 1) ]1/2 ;~~!)L1T de sinedn(8)(cosh; - cos8sinh;rd~~(8 '). 

This is integrated and expressed in terms of the hypergeometric functions. 

c. SO(4,1) 

The bases and the operators are given by 

<1> ~f;::j,;1)(/ e. j) = N (P;A.)( N ~.) yl2 D ~i:)m,,) (jm)(/ 614 j), 

D )i",)m,) (jm)<! e.l) = I D ~~';~.( I e3 l)d <:',~~.v<e'I)D;am (0,6142 ,6143 ), 
111' 

N(A.)=(k+ko + 1)(k-ko + 1), 

N(P;A4) = (r(k -p)T(ko -p - 1)T(k' +p + 3)F(kb +p + 2»)112, 
N(P;A~) r(k + p + 3)T(ko + p + 2)T(k' - p)T(k b - p - 1) 

61 COSe'2 . 61 sine" 
J'I = p." J)2 = cos .lP.2 - -.-- sm 43P.3 + -.--P)2, 

sme., sme., 

COSe41 . 61 sine., (61 COSe31 . 61 Sin(32 ) J.) = cOSe.,jJ.I - -.-- sm 4,jJ42 + -.-- cos 3,jJ31 - -.-- sm 3,jJ)2 + -.--P21 , 
sme' l sme' l Smell Smell 

- COSe'I . sine2l 
J2] = P'I' J]2 = COSe2IP)1 - -.-- Sme2IP21 + -.--P)2, 

Sme31 Sme31 

- COSe41 • sine" (61 cose'2 . 61 Sine)2) J4, = COSe3 IP41 - -.-- Sme'IP'I + -.-- cos 3,jJ42 - -.-- sm 3,jJ)2 + -.--P43 , 
Sme41 sme' l sme., sme'2 

J" = - i(Sine41 ~ - peaSe4I )' ae41 

A. = (k,ko), A3 = j, A, = m, ..13 = Ko, and A ~ = mo are used instead of 

A4 = (m 4 I,m.,), A, = m l], A, = m 2I , A, = m52, and A ~ = m~I' 
The invariant operators become 
443 

F(4I) = Ink - IJ;j=p(p + 3) + I TJk' 
j>k j j>k 

G = (J21J I4 + J"J24 + J I,.!'4)' - (J23J" + J4,.!" + J"J34)2 - (J3IJ45 + J43J I5 + J 35J I4)2 
3 

- (JI,.!.5 + J4IJ" + J24J I5 )2 - (J2IJ35 + JDJ" + J3,.!I5)2 = (P + 1)(P + 2) I TJk' 
i>k 

The action of J 54 on (1O.9a) is given by 

J.5<1> if;::j;nll e. j) = bA (k)<1> if''f)lkq}m)(/ e.j) + bA (ko)<1> ifk;~ lim)(! e4 j) 

with the matrix elements 
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bA (k) = l- (k + j + 2)(k - j + 1)(k + Ko + 2)(k - Ko + 1)(k + P + 3)(k - p) )112, 
2 (k + ko + 1)(k - ko + 1)(k + ko + 2)(k - ko + 2) 

bA (k
o
) = l- (V + ko + 1)V - ko)(Ko + ko + 1)(Ko - ko)(ko + p + 2)(ko - P - 1) )112. 

2 (k + ko + l)(k - ko + l)(k + ko + 2)(k - ko) 

The formula for the representation matrix elements corresponding to the boost is 

bd (K~.p~ . <t = ~ Y N (A.)N (A ~) N (P;kko) 
(kk,,)(j)(kk,,» 1T (2Ko+ 1)(2j+ 1) N(P;k'kb) 

x "irr dO sin20d(k'k(')'0)'coshr - cosOsinhrV'd(kk,) '0 ') "'-' Ko(m)J'- ~ ~ ~ I K,(m)j\ . 
m 0 

(10.12) 

In order to derive the above results, it will be convenient to use the expressions for thed matrix elements and the C1ebsch-Gordan 
coefficients of SO(4).21 In an Appendix, a discussion on the explicit derivation for SO(4,1) is made. 

APPENDIX 

In this Appendix, it is shown that the results for SOC 4,1) in Sec. 10 are obtained explicitly. 

The expression for the d matrix elements of SO(4) is given as follows,9.10 

d)'7::'~(0) = (- 1)<l- JV2I (k.mkm_;j' m)(k.mkm_;jm)eim'B, 
m' 

(AI) 

where k ± = (k ± ko)/2, m ± = (m ± m')I2, and VlmJ2m,:jm) denotes the Clebsch-Gordan (C-G) coefficient. The C-G 
coefficients are related to the Racah coefficients13 as follows, 

Vl m J,m,:jm)Vmj 1m4.m.) = I Y(2j + 1)(2s + 1)V2mJlml;sm, + ml)Vlmlsm2 + m4.m.) WVlj,j.j4s) , (A2) 

where WVlj2j,j.;jS) is the Racah coefficient with the relations 

I (2s + 1)WVlj,jd.;sj)WVlj2jlj.;Sj') = _.1_8jj" 

s ~+l 

WVlj,jd.;js) = WV2jlj.jl;jS) = WV3j.jlj2;jS) = WVlj3j2j.;S}) 
= (- 1y+s-j, -j'W(jj2j~;jlj.) = (- 1y+s-j, -j'WVljSj.;j,j3)' 

(A3) 

(A4) 

The orthogonality relation (4.6b) for the d matrix elements is obtained explicitly. Using the orthogonality relation for the 
C-G coefficients and the following exression for the d matrix elements, which is easily found from (AI) with (A2), 

d ).7::'»)(0) = ( - 1)(j' -JV2+ k. - my (2j' + 1)(2j + 1) I (j' mj - m;sO) 
s 

x W Vi jk_k_;sk.)eimBI ( - 1)2k- + m'(k_m' k _ m';sO)e2im'B, 
m' 

we obtain 

x W(j' jk'_ k'_ ;sk'+) I (- If(m' - m")(k _ m' k _ - m';sO)(k'_ m" k'_ - m";sO) 
rn',m H 

X--=:-::----:-------__ 
r(2 + m' - m")F(2 - m' + m")' 

(A5) 

where the formula 

i
rr 1Tr(l + a)ehTfJl2 

O 
dO sina OeifJ

8 = -------'---'-~------, 
2ar(l + (a + (3)12)F(1 + (a - (3)12)' 

Rea> - 1, 
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is used. The following relation is easily obtained by using (A2), 

I (- I)2(m' - m")(k _ m' k _ - m';sO)(k'_ m" k'_ - m";sO) 1 = _2s_+_1_ Ok k' . (A6) 
m'.m" F(2 + m' - m")F(2 - m' + m") 2k _ + 1 

Substuting (A6) into (A5) and taking into account (A3), we obtain the orthogonality relation (4.6b) for the d matrix elements of 
SO(4). 

The product of the d matrix elements can be expressed in terms of a linear combination of the d matrix elements with the 
help of the C-G coefficients of SO(4)21 

d (kk,,) (B)d (k 'k (,) (B) 
j;<m, )j, j~(mJj, 

= L v;m,i~m2;J,M)(j,m,i2m2;J2M)(kkoi;,k' k bi;;KKo J1)(kkoihk ' k bJ2;KKo J2)d S~fi)J,(B), 
K.K" 

where the factor (kkoihk'k bi2;KKol) is related with the Racah coefficients as follows, 

(kkoil,k'k biz;KKol) 

-------------------------
=Y(2K++ 1)(2K_+ 1)(2i,+ 1)(2i2+ 1)(_I)k.+k +k'. +k' +j,H 

x I ( - 1 )2S(2s + 1) W VI k _ JS;kJ2) W V2k '_ sK-;k '+ k _ ) W (JK-k+k '+ ;K.s). 
s 

From (A 7) we obtain the relation 

cosBdJ~~~iB) = !( - IY-/ L (2K+ + 1)(2K- + I)W(K+kX _ k _ ;!j')W(K+k.K _ k - ;!J)dJ1;~(B), 
K.K" 

(A7) 

(A8) 

because d &~glo(B) = cosB. It follows that the right-hand side on (A8) can be expressed in terms of the d matrix elements with 

K = k ± 1 and Ko = ko ± 1. 

In order to obtain an action of J S4 on the bases (lO.9a), we must further find the action of sinB (a laB) on (Al). As we 
cannot obtain the result in a form needed for us from (A 7), we consider the action on (A I) directly, From (A I), we get 

sinB ~ d)'~~~iB) = isinB( - 1)V -1)/2I m'(k+m+k _ m-;j'm)(k+m+k _ m_Jm)eim'fJ. (A9) 
aB m' 

The right-hand side can be rewritten by using the C-G coefficients as follows 

sinB ~ d J~~~iB) = !( - l)V - 1)12Y 3k+(k+ + 1) IJ(kkm+m_)eim'fJ 
aB m' 

+ !( - 1)(j - j')12Y 3k_(k_ + I) IJ(k_k+m_m+)eim'fJ, (AlO) 
m' 

where 

J(kkm+m-) = I (!slO;!s)(k.m+ - slO;k+m+ - s)(k+m. - sk_m_ + s;j'm)(k+m+ - sk_m_ + s;Jm). 
S 

Using (A2) three times inf, we can rewriteJas follows, 

J(kkm.m_) = (- ly-f - k. + 312y' 2(2k. + 1) I ( - IY(2p + I)(2q + 1) 
p,q 

(All) 

Substitution of (All) into (AlO) together with (AI) gives 

sinB~dJ~~t<B) =!( - Iy-f I {(P - k+)(P + k+ + 1) + (q - k_)(q + k_ + 1) -~) 
aB p,q 

(AI2) 
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(A 12) 

where the following expression for the Racah coefficient is used, 

W(aabb;lc) = ( _ It + b - c- 1 a(a + 1) + b (b + 1) - c(c + 1) 

V 4a(a + 1)(2a + l)b (b + 1)(2b + 1) 

If (AS) and (AI2) are used, it is straightforward to confirm the result (10.11) of the action of J,. on (1O.9a). 
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Generalized Lie algebras 
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School of Theoretical Physics, Dublin Institute for Advanced Studies, Dublin 4, Ireland 
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The generalized Lie algebras, which have recently been introduced under the name of 
color (super) algebras, are investigated. The generalized Poincare-Birkhoff-Witt and 
Ado theorems hold true. We discuss the so-called commutation factors which enter into 
the defining identities of these algebras. Moreover, we establish a close relationship 
between the generalized Lie algebras and ordinary Lie (super) algebras. 

1. INTRODUCTION 

Supersymmetry (Fermi-Bose symmetry) has turned 
out to be a powerful tool in particle physics. 1 Its mathemat­
ical foundation is the theory of Lie superalgebras2

•
3

•
4 as well 

as of supermanifolds and of Lie supergroups.5.6 Recently, a 
wide class of generalized Lie algebras has been described7

.' 

which includes Lie algebras and Lie superalgebras as special 
cases. These algebras have been called color (super) algebras, 
for there is some hope that they might have a bearing on 
color and parastatistics. 7

•
9 

In the present work we shall investigate the generalized 
Lie algebras from a purely mathematical point of view. Hav­
ing obtained a better insight into the structure of these alge­
bras one might hope to be able to estimate their physical 
importance as well. 

Our paper is organized as follows. In Sec. 2 we collect 
our conventions and make a few remarks on graded algebra­
ic structures. 

Section 3 contains the definitions of a commutation fac­
tor € and of an € Lie algebra; these two concepts are basic for 
the rest of this article. 

It is well-known that the Poincare-Birkhoff"-Witt theo­
rem is an important tool in the theory of Lie (super) algebras. 
We shall see in Sec. 4 that this theorem holds for the € Lie 
algebras as well. Consequently, the technique of induced 
representations is at our disposal. However, we shall not en­
ter into the discussion of this topic and only mention one 
simple result which will be needed later on. 

In Sec. 5 we investigate the commutation factors on an 
arbitrary finitely generated Abelian group. 

The results of the next section are somewhat unexpect­
ed. Looking at the general definition of an € Lie algebra one 
might have the impression that the € Lie algebras are much 
more general structures than Lie (super) algebras. However, 
we shall see in Sec. 6 that the theory of € Lie algebras can be 
reduced to the theory of graded Lie (super) algebras; more­
over, the same holds true for the graded representations. 

In Sec. 7 we shall use the information obtained thus far 
to give a proof of the generalized Ado theorem. 

Finally, Sec. 8 contains a few concluding remarks. 

"Supported by the Deutsche Forschungsgemeinschaft. 

2. CONVENTIONS AND A FEW GENERALlTIE~ 
ON GRADED ALGEBRAIC STRUCTURES 

Throughout this work K will denote a commutative 
field of any characteristic and r will stand for an Abelian, 
group. The multiplicative group of nonzero elements of R 
will be denoted by K •. All vector spaces and algebras are 
assumed to have K as their field of scalars. 

Of course, the physicist will mainly be interested in tpe 
case where K is the field of complex numbers. However, 
since by restricting our attention to the complex case we . 
would save but a few lines we prefer to present the theory III 
its proper generality. The sporadic adjustments which arf 
necessary in the case where K is a field of prime characterIs­
tic will be typified as "Remarks for the case of prime chara~­
teristic," and therefore may be skipped by the reader who IS 
not interested in these generalizations. 

In the following we shall collect some definitions COI
l

-

cerning graded algebraic structures. For a detailed discu~: 
sion of the subject we refer the reader to the literature. 10.1 

A vector space Vis said to be r-graded if we are givet1 a 
family (VY)YET of subspaces of V such that V is their direct 
sum, 

V = 6l Vy • (2.1) 
YET 

An element of Vis said to be homogeneous of degree r if if: ~t 
is an element of V y • A subspace V' of Vis said to be graded If 

V' = 6l (V'nVy)' 
YET 

(2.2) 

Let V = 6l YETVyand W = 6l YETWybe twor-graded vect,or 
spaces. A linear mapping, 

g: V_ W, (2.3) 

is said to be homogeneous of degree r E r if 

g(Va) C Wa + Y' for all aif. (2.4) 

Let Hom( V, W) denote the vector space of all linear 
mappings of V into Wand let Hom(V, W)y denote the sub­
space of those linear mappings of Vinto W which are homO­
geneous of degree r. We define Homgr( V, W) to be the sum ,of 
these subspaces; obviously, this sum is direct: 

Homgr(V, W) = 6l Hom(V, W)y. (2. 5) 
YET 

Thus Homgr(V, W) is a r-graded vector space. Noti 
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that Homgr(V,W) is equal to Hom(V,W) if (for example) 
Vy = {O) and Wy = {O 1 for all but a finite number of de­
grees. In the case where V = Wand Vy = W/orall yE rwe 
shall simplify the notation and write Hom( V) and Homgr( V) 
instead of Hom( V, V) and Homgr( V, V), respectively. 

Let U, V, Wbe three r-graded vector spaces and let 
h:U ~ Vandg:V ~ Wbetwolinearmappings. Ifhishomo­
geneous of degree D and g is homogeneous of degree y, then 
goh is homogeneous of degree y + D. 

An algebra S is called r-graded if its underlying vector 
space is r-graded, 

S= $ Sy, 
yEr 

(2.6) 

and if, furthermore, 

SaS{3CSa + {3' for all a,/J E r. (2.7) 

If S has a unit element e it follows that eESo• A subalge­
bra of S is said to be graded if it is graded as a subspace of S. 

Let Tbe a second r-graded algebra. A homomorphism 
S ~ T of r-graded algebras is by definition a homomor­
phism of the algebra S into the algebra T which is, in addi­
tion, homogeneous of degree zero. 

Example: Let Vbe a r-graded vector space. Then the 
r-graded vector space Homgr( V), equipped in addition with 
the usual multiplication (i.e., composition) of linear map­
pings, is a r-graded algebra. 

3. DEFINITION OF COMMUTATION FACTORS 
AND OF £ LIE ALGEBRAS 

The following definition is well-known from the theory 
of graded algebras. 11 

Definition 1: Let r be an Abelian group. A commuta­
tion factor on r (with values in K.) is a mapping, 

€: rXr ~ K., (3.1a) 

such that 

E(a,fJ)~(j3,a) = 1, 

E(a,/3 + y) = €(aj3)€(a,y), 

E(a + (J,y) = €(a,y)€(j3,y), 

(3.1b) 

(3.1c) 

(3.1d) 

for all a, /3, y E r. 
The commutation factors on finitely generated Abelian 
groups are discussed in Sec. 5. 

Definition 2: Let r be an Abelian group and let € be a 
commutation factor on r. A r-graded algebra, 

L = $ L y ' (3.2) 
yEr 

whose product mapping is denoted by a pointed bracket 
< , >, is called a (r-graded) € Lie algebra if the following 
identities are satisfied: 

<A,B) = - €(a,/J)<B,A > (E skew symmetry),(3.3) 

€(y,a)<A,<B,C» + cyclic = 0 (€ Jacobi identity), 
(3.4) 

for all A E La' B E L{3' C ELY' a,{J, y Er. 
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Remark/or the case o/prime characteristic: If the char­
acteristic of K is equal to 2 or 3 we shall require that one more 
identity is satisfied. In fact, we shall assume that in the case 
charK = 2, 

<A,A > = 0 for alIA au' a if, 

whereas in the case charK = 3, 

(A,(A,A» = 0 for all A au' a E r. 

(3.5) 

(3.6) 

Note that (3.6) is a consequence of (3.4) if charK":::3, note 
also that our additional requirements are necessary if the 
generalized Poincare-Birkhoff-Witt theorem and the gener­
alized Ado theorem are expected to hold. 

Examples: (1) Choose € to be the trivial commutation 
factor, which is defined by 

E(a,fJ) = 1 for all a,{J E r. (3.7) 

Then a r-graded E Lie algebra is nothing but a r-graded Lie 
algebra. 

(2) Let r = Z2 be the additive group of integers modulo 
2 and let E be defined by 

E(a,/3) = ( - l)a{3 for all a,{J E Z2 (3.8) 

(the right-hand side has an obvious meaning). Then the Z2-
graded E Lie algebras are just the Lie superalgebras. 

(3) The following example illustrates why the axioms 
for an E Lie algebra have been chosen as described above. 

Let € be any commutation factor on r and let S be any 
associative r-graded algebra. On the r-graded vector space 
S we define a new multiplication < , ) by the requirement 
that 

<a,b> = ab - €(a,/3 )ba for all a E Sa' bE S{3' a,{J E r. 
(3.9) 

It is easy to see that the bracket < , > turns S into an E 

Lie algebra which is said to be associated with S and which 
will be denoted by S (E). 

Quite generally, the bracket (3.9) yields a notion of E­

permutability in S. For example, S is said to be ~-commuta­
tive if <a,b > = 0 for all a,b E S. 

(4) The following special case of example (3) is particu­
larly important. Let ~ be a commutation factor on r and let 
Vbe a r-graded vector space. We know that Homgr( V) (see 
Sec. 2) is an associative r-graded algebra. The E Lie algebra 
which is associated with Homgr( V) will be called the general 
linear E Lie algebra of the r -graded vector space Vand will 
be denoted by gl( V,€), it is analogous to the general linear Lie 
(super) algebra of a (Z2-graded) vector space. In particular, 
we define 

Definition 3: A graded representation of an ~ Lie algebra 
L in a r-graded vector space V is a homomorphism 
p:L -+ gl( V,E) of r-graded ~ Lie algebras. (According to our 
conventions this implies that p is homogeneous of degree 
zero.) 

It follows from the generalized Poincare-Birkhoff­
Witt theorem (see Sec. 4) that every E Lie algebra L has a 
faithful graded representation in some r-graded vector 
space V, i.e., that L is isomorphic to a graded subalgebra of 
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gl( V,e). Moreover, the generalized Ado theorem (see Sec. 7) 
says that if L is finite-dimensional, then V can be chosen to be 
finite-dimensional as well. 

Obviously, our discussion suggests that the standard 
methods for constructing subalgebras of a general linear Lie 
(super) algebra should have their direct counterparts in the 
present more general situation. We shall not go into detail 
here but refer the reader to Ref. 12. 

To conclude this section we remark that every E Lie 
algebra L has a natural Zz-gradation. In fact, it follows from 
Eq. (3.1b) that the mapping 

F _ K., a --+ e(a,a) 

is a homomorphism of groups and that 

e(a,a) = ± I for all a E r. 

Let us define 

F o = la E rjE(a,a) = 1), 

Fl = 1 a E rIE(a,a)=t= Ij. 

(3.10) 

(3.11) 

(3.12a) 

(3.12b) 

Then Fo is a subgroup of F, and either we have ro = F 
(and hence Fl = 0) or else ro is a subgroup of index 2 in F, 
and ro, r 1 are the two residue classes modulo Fo. 

We now set 

L(I)= E!1 La for i=O,I, 
UEr, 

(3.13) 

and consider the indices 0,1 as integers modulo 2; then it 
follows from the above that the decompositon 

L=L'O'E!1L'I} (3.14) 

is a Z2 gradation of the algebra L. In Ref. 7 the E Lie algebras 
with Fo = F (resp. ro=t=n are called color algebras (resp. 
color superalgebras). 

4. THE ENVELOPING ALGEBRA OF AN E LIE 
ALGEBRA 

In the present section we shall introduce the so-called 
(universal) enveloping algebra of an E Lie algebra and dis­
cuss some of its fundamental properties. The constructions 
and proofs turn out to be completely analogous to those in 
the case of Lie (super) algebras. 1H5 Thus it should be suffi­
cient to quote the main results. Throughout this section E 

denotes a fixed commutation factor on r. 

A. Definition of the enveloping algebra 

Let L be an E Lie algebra and let T (L ) be the tensor 
algebra of the F-graded vector space L. As is well-known, 
T (L ) has a natural Z X F-gradation which is fixed by the 
condition that the degree of a tensor A 1 ® .. ® A fI' with 
A; EL", a; E F for 1 <'i<,n, is equal to (n,a 1 + ... + atl)' The 
subspace of T (L ) consisting of the homogeneous tensors of 
order n E Z will be denoted by Tn(L ); of course, Tn(L ) = 1 ° 1 
ifn<, -1. 

LetJ (L ) be the two-sided ideal ofT (L )which isgenerat­
ed by the tensors of the form 
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A ®B - E(a,{3)B®A - <A,B), 

with AEL", BEL(3 a,{3Er. (4.1) 

The quotient algebra 

U(L) = T(L )/J(L) (4.2) 

is called the (universal) enveloping algebra of the E Lie alge­
bra L. Obviously, U (L ) is associative and has a unit element. 

By composing the canonical injection L _ T(L) with 
thecanonicalmappingT(L) -- T(L )/J(L) = U(L )weob­
tain the canonical mapping 

a: L -- U(L), (4.3) 

which (by definition) satisfies 

a«A,B» = a(A )a(B) - E(a,/3)a(B)a(A), 

for all A ELa ,BEL(3' a,/3Er. (4.4) 

With respect to the r-gradation of T(L) the element 
(4.1) is homogeneous of degree a + {3. It follows that U (L ) 
inherits a natural F-gradation from T (L ) which turns U (L ) 
into a F-graded algebra. On the other hand, the Z-gradation 
of T (L ) in general only leads to a filtration of U (L ), as fol­
lows. For any element nEZ, let T n(L) = E!1 m",nTm(L) and 
let U fI(L ) be the canonical image of T n(L ) in U (L ). The 

family (Un(L »nEZ is called the canonicalfiltration of U (L ). 
Evidently, (U n(L »nEZ is an increasing family of r-graded 
subs paces of U (L ), the union ofthesubspaces un(L ), nEZ, is 
equal to U (L ). Finally, 

un(L)um(L)Cun+m(L), for all n,mEZ. (4.5) 

The pair (U (L ),a) has the following standard universal 
property. 

Proposition 1: Let L be an e Lie algebra, let U (L ) be its 
enveloping algebra and let a:L -- U (L ) be the canonical 
mapping. Suppose we are given an associative algebra S with 
unit element and a linear mapping 

g:L-->S, 

such that 

gC<A,B» = g(A )g(B) - E(a,fJ)g(B )g(A ), 

for alIA E La' BE L(3' a,/3E r. 

(4.6) 

(4.7) 

Then there exists a unique homomorphism g of the algebra 
U (L ) into the algebra S which maps 1 onto 1 such that 

g = goa. (4.8) 

If, in addition, Sis r-graded and if g is homogeneous of 
degree zero, then g is homogeneous of degree zero, too. 

B. The E-symmetric algebra of a r-graded vector 
space 

Let VbeaF-graded vector space. We endow Vwith the 
trivial "Abelian" structure of an e Lie algebra by defining 

(A,B) = 0, for all A,B EV. (4.9) 

The enveloping algebra of this E Lie algebra will be called the 
E-symmetric algebra of the F-graded vector space V, and will 
be denoted by fJ (V). Thus, by definition, we have 
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U(V) = T(V)IJ(V), (4.10) 

where J( V) is the two-sided ideal of T ( V) which is generated 
by the tensors of the form 

A ® B - €(a,/3)B ® A, with A EVa' B EV{J> a,/3 if. 
(4.11) 

Obviously, these tensors are homogeneous with respect to 
theZ XF-gradationofT(V);thusU(V)hasanaturaIZ XF­
gradation as well. The algebra U (V) is associative, €-commu­
tative (see Sec. 3, example 3) and has a unit element. 

C. The generalized Poincare-Birkhoff-Witt 
theorem 

As before, let L be an € Lie algebra, let U (L ) be the 
enveloping algebra of L and let (Un(L »nEZ be the canonical 
filtration of U (L). We define 

and set 

G (L) = ~ GiL). (4.13) 
NEZ 

Evidently, Gn (L) is a F-graded vector space, for all n EZ; 
consequently, G (L) is a Z xF-graded vector space. 

We next introduce on G (L ) an algebra structure, as fol­
lows. The relation (4.5) shows that, for all n,m E Z, the prod­
uct mapping in U (L ) defines a bilinear mapping 
U n(L ) X U m(L ) ---+ un + m(L ) which, by going to the quo­
tients, induces a bilinear mapping 
G n(L ) X G m(L ) ---+ G n + m(L ). The family of these latter 
mappings yields a bilinear mapping G (L ) X G (L ) ---+ G (L ) 
which is the product mapping we are looking for. It is easy to 
see that G (L), endowed with the Z xF-gradation and the 
multiplication introduced above, is an associative Z XF­
graded algebra with a unit element. The algebra G (L ) is 
called the graded algebra associated with the filtration 

(Un(L »nEZ' 

On the other hand there exists, for every nEZ, a ca­
nonical mapping 

(4.14) 

which is defined to be the composition of the canonical map­
ping Tn(L ) ---+ U n(L ) with the canonical mapping 
Un(L) ---+GiL). Let 

rp: T(L) ---+ G (L) (4.15) 

be the linear mapping which is defined by the family (rpn)nEZ' 
It is easy to see that rp is a surjective homomorphism of 
Z X F-graded algebras which vanishes on the ideal J(L ) (see 
subsec. B). Thus, by going to the quotient, rp defines a ca­
nonical surjective homomorphism, 

w: U(L) ---+ G(L), 

of Z xF-graded algebras. 

(4.16) 

The generalized Poincare-Birkhoff-Witt theorem now 
reads as follows. 
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Theorem 1: Let L be an € Lie algebra. The canonical 
homomorphism w: U (L ) ---+G (L ) is an isomorphism of 
Z xF-graded algebras. 

Of the various corollaries to this theorem we only men­
tion the following ones. Actually, in a sense, the first corol­
lary is equivalent to the theorem itself. 

Corollary I: Let L be an € Lie algebra and let (Ei)iEI be a 
basis of the vector space L which is indexed by a totally 
ordered set I. We suppose that the elements Ei' iE!, are ho­
mogeneous, let Tfi if be the degree of Ei . 

If (i1,. .... ,ir ) runs through all finite sequences in I such 
that, for 1 <s<r - 1, we have is"}, + 1 and even is < is + 1 if 
€(Tf(,Tfi)=t-1, then the products, 

u(EJu(Ei) .. ·u(Ei, ), (4.17) 

form a basis of the vector space U (L ). [For r = 0 we define 
the product (4.17) to be equal to 1.] 

Corollary 2: For any € Lie algebra L the canonical map­
ping u:L ---+ U (L ) is injective. 

This corollary implies that the € Lie algebra L has a 
faithful graded representation in the F-graded vector space 
U(L). 

Remark: Evidently, the definitions of a commutation 
factor and of an € Lie algebra make sense even if F is only 
supposed to be an Abelian semi group (i.e., if F is a set en­
dowed with a composition which is associative and commu­
tative). Moreover, the constructions described in this section 
still can be carried through and the generalized Poincare­
Birkhoff-Witt theorem as well as its corollaries remain 
valid. 

Once the generalized Poincare-Birkhoff-Witt theorem 
is established, we have the powerful technique of induced 
representations at our disposal,2·16 We shall not go into any 
details, but only mention one result which is easily obtained 
on these grounds and which will be needed in the proof of the 
generalized Ado theorem (see Sec. 7). 

Lemma 1: Let L be an € Lie algebra. Define Fo and L (0) 

by Eqs. (3.12) and (3.13) of Sec. 3. Let €(O) be the restriction 
of € to FoXFo. Evidently, L (0) may be considered as a Fo­
graded €( 0) Lie algebra. 

Suppose that L is finite-dimensional. If the €( 0) Lie alge­
bra L (0) has a faithful finite-dimensional Fo-graded represen­
tation, then the € Lie algebra L has a faithful finite-dimen­
sional F-graded representation. 

5. COMMUTATION FACTORS ON FINITELY 
GENERATED ABELIAN GROUPS 

Let r be a finitely generated Abelian group (i.e., an 
Abelian group that is generated by a finite number of its 
elements). According to a well-known theorem 17 this means 
that F is the direct sum of finitely many cyclic groups rr' 
1 <r<n. Thus we may assume that 

F=F1 EfJ • .. EfJ Fn (5.1) 

and 
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(5.2) 

with some integers mr ;;;'0, 1 <,r<,n. For each r, 1 <,r<,n, we 
choose a generator 5" r of the group rr (a natural choice for 5" r 

is the residue class of 1 modulo mr)' 

Now let E be any commutation factor on r and let r,s be 
any integers such that 1 <,r,s<,n. We define 

Evidently, we have 

Ar.,Asr = 1. 

Furthermore, the obvious equation, 

E(mr5",5"J = E(5",miJ = 1, 

means that 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

Let mrs be the greatest common divisor of mr and ms (recall 
that the greatest common divisor of 0 and any integer m;;;.O is 
equal to m). Then Eq. (5.6) is equivalent to 

A~" = 1. (5.7) 

In the special case r = s Eqs. (5.4) and (5.7) combine to yield 

{
I if mr is odd, 

Arr = ± 1 'f . (5.8) 
1 mr 1S even. 

Finally, we have 

E("£Pr5", "£ qis) = II A ~;q, II A ~,q, - P.q,) 

r s t r<s 

Conversely, let Ars , 1 <,r<,s<,n, be any system of elements 
fromK. such that Eqs. (5.7) and (5.8) are satisfied. Then Eq. 
(5.9) defines a commutation factor E on r. Thus Eqs. (5.7), 
(5.8), and (5.9) completely characterize the commutation 
factors on r. 

The above result implies the following simple lemma, 
which will be needed in the subsequent section. 

Lemma 2: Let r be a finitely generated Abelian group 
and let E be a commutation factor on r such that 

E(a,a) = 1 for all a E r. 
Then there exists a mapping, 

u:rXr-K., 
such that 

E(a,[3) = u(a,[3)u(J3,att, 

u(a,(3 + y) = u(a,[3)u(a,y), 

u(a + (3,y) = u(a,y)u((3,y), 

for all a,(3,y if. 

(5.10) 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

Proof We use the notation introduced above. Assump­
tion (5.10) implies that 

A tt = 1, for 1 <,t<,n. (5.15) 

Define 
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U(IPr5"", Iqs5"s) = II A~;q" 
r s r<s 

for all p",qrEZ, 1 <,r<,n. (5.16) 

Then u meets our requirements. 

As a next step one would like to classify the commuta­
tion factors up to equivalence, in the sense of the following 
definition. 

Definition 4: Let rbe an Abelian group. Two commuta­
tion factors E and E' on r are said to be equivalent if there 
exists an automorphism h of r such that 

E'(a,(3) = E(h (a),h ((3» for all a,(3 E r. (5.17) 

In general, this classification will be a difficult problem 
since the decomposition (5.1) of r into a direct sum of cyclic 
subgroups is far from unique. Thus the automorphisms of r 
will not, in general, preserve this decomposition. 

Therefore, we shall restrict our attention to the special 
case where 

r=z;, (5.18) 

with Zp = Z /pZ and p a prime number. In this case Zp is a 
field and Z; is a vector space over Zp. Consequently, the 
theory of finite-dimensional vector spaces is applicable here. 

First of all, we conclude from Eq. (5.7) that if a nontri­
vial commutation factor on r exists at all, then K must con­
tain a pth root of unity which is different from 1. This will be 
assumed in the following. 

Remarkfor the case of prime characteristic: If 
charK = p then 1 is the sole pth root of unity. Thus our as­
sumption implies that charK *p. 

Let us choose apth root of unity Ep E K which is differ­
ent from 1. [In the complex case a natural choice would be 
Ep = exp(21Ti/p).] Then any otherpth root of unity is a pow­
erofEp. 

We next remark that for any integer m the power E;' 
only depends on the residue class of m modulo p. Thus for 
any element A E Zp the expression E; has a well-defined 
meaning. 

Using these remarks as well as our earlier results it is 
easy to see that the commutation factors on Z; are just the 
mappings of the form 

E(a,(3) = E ta,eJ, for all a,(3 E r, (5.19) 

where l/! is a bilinear form on the vector space Z; over Zp 
which is symmetricifp = 2, but alternating ifp;;;.3. Note that 
l/! is uniquely determined by E. 

Remarks: (1) We recall that a bilinear form l/! on a vec­
tor space Vover a field F is called alternating if l/!(x,x) = 0 
for all x E V. If charF*2, a bilinear form is alternating if and 
only ifit is skew-symmetric. However, this is no longer true 
if charF = 2. Note that in the latter case the symmetry and 
skew-symmetry of a bilinear form mean just the same thing. 

(2) The difference between the casesp = 2 andp;;;.3 is 
easily read off from Eq. (5.8). Ifp;;;.3 this equation yields 
Arr = 1 for 1 <,r<,n and hence there are "no dia~onal terms" 

M. Scheunert 716 



                                                                                                                                    

in Eq. (5.9). On the other hand, for p = 2 we may have diag­
onal terms as well. 

Standard results on the normal forms of alternating or 
symmetric bilinear forms on a finite-dimensional vector 
space'8 now yield the following proposition. 

Proposition 2: Let p be a prime number, let Ep E K be a 
nontrivial pth root of unity, and let n> 1 be an integer. For 
any element a E Z; the coordinates of a with respect to the 
canonical basis of Z; will be denoted by a" ... ,an • 

Let r be an integer such that 0.;;;2r';;;n. We define an 
alternating bilinear form if;r on Z; by 

if;/a,/3) = i (a2i _ 1 (J2i - a 2i (J2i _ I) for all a,/3 E Z;. 
i~1 

(5.20) 
Let s be an integer such that 1 ';;;s';;;n. We define a symmetric 
bilinear form ¢s on Z; by 

s 

¢,(a,(J) = I aJ3" for alla,/3EZ;. (5.21) 
i= 1 

(a) If P = 2, then any commutation factor on Z ~ is 
equivalent to ( - 1) if· with if; equal to one of the forms if;r or 
¢,. 

(b) Ifp>3, then any commutation factoronZ; is equiv­
alent to E; with if; equal to one of the forms if; r • 

Remark: For p = 2 the result has already been proved.7 

6. CHANGE OF THE COMMUTATION FACTOR 

In this section we shall establish a close relationship 
between E Lie algebras corresponding to different commuta­
tion factors. 

Let r be an Abelian group, let E be a commutation fac­
tor on r, and let L be an E Lie algebra. Given any mapping 

a:rXr-.K., (6.1) 

we define on the r-graded vector space L a new multiplica­
tion < , y by the requirement that 

<A,B ><7 = a(a,(J)(A,B > 
for all A E La' BE L fJ, a,(J E r. (6.2) 

The r-graded vector space L, endowed with the multiplica­
tion < , >0-, is a r-graded algebra which will be denoted by 
La. 

by 

Let us define a mapping 

0: rXr -.K. 

o(a,(J) = a(a,(J)a((J,at' , for all a,(J if. 

(6.3a) 

(6.3b) 

Obviously, we have 

<A,BY = - E(a,/J)O(a,(J)<B,A)" 

for all A EL a , BE L{fl a,(J E r. (6.4) 

We are looking for conditions on a which ensure that EO (i.e., 
that D) is a commutation factor on r and that LUis an EO Lie 
algebra. 

It is easy to see that 0 is a commutation factor if and 
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only if 

(I) a(a,/3 + y)a(a,/3t'a(a,yt' 

= a((J + y,a)a((J,at' a(y,at' , for all a,/3,y if. 
(6.5) 

Furthermore, the product < , > U satisfies the EO Jacobi 
identity if (and, generically speaking, only if) 

(II) a(a,(J + y)a(a,/3t'a(a,yt' is invariant under cyclic 
permutations of a,/3,y, for all a,/3,y if. 

Finally, it is not difficult to check that Conditions (I) 
and (II) are satisfied simultaneously if and only if 

a(a,/3 + y)a((J,y) = a(a,/3)a(a + (J,y), 

for all a,/3,y if. (6.6) 

Definition 5: Let r be an Abelian group. A mapping 
a: rX r -. K. satisfying Condition (6.6) is called a multi­
plier on r. 

For any multiplier a, the mapping 0 defined by Eq. (6.3) 
is a commutation factor on r which is said to be associated 
witha. 

Note that 

o(a,a) = 1 for all a E r. (6.7) 

Our discussion above now shows: 

Proposition 3: Let r be an Abelian group, let E be a 
commutation factor on r, and let L be an c Lie algebra. 
Suppose we are given a multiplier a on r; let 0 be the com­
mutation factor associated with it. Then the r-graded alge­
bra L U defined above is an EO Lie algebra. 

Remark: Choosing(J = ° in Eq. (6.6) we conclude that 
a multiplier a satisfies 

a(O,a) = a(a,O) = a(0,0) for all a E r. (6.8) 

Occasionally, it is convenient to impose the nOf!I1aliza­
tion condition a(O,O) = 1, and some authors include this 
condition in the definition of a multiplier. 

The defining equation (6.6) of a multiplier has an obvi­
ous generalization to arbitrary groups. These general multi­
pliers (or factor systems, as they are also called) are well­
known objects in mathematics. For example, they playa 
crucial role in the theory of projective (i.e., ray) representa­
tions of a group. '9 

Resuming our general discussion we remark that the 
relationship described in Proposition 3 extends to the graded 
representations of the algebras. In fact, it is easy to prove the 
following proposition. 

Proposition 4: Using the notation introduced in Proposi­
tion 3 let p be a graded representation of the E Lie algebra L 
in some r-graded vector space V. Define a linear mapping, 

p U: L U -. Homgr(V), 

by the requirement that 

p U(A )x = a(a,5 )p(A )x 

for all A E La' X EVs;a,5 E r. 

(6.9a) 

(6.9b) 

Then pUis a graded representation of the EO Lie algebra L U 
in V. 
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The above correspondence between E Lie algebras and 
€f) Lie algebras and between their representations has nice 
functorial properties. Let us mention a few of them. 

(1) Obviously, the correspondence is bijective, the in­
verse transformation being given by a-- I in place of a-. 

(2) A graded subspace of L is a graded subalgebra (resp. 
a graded ideal) of L if and only if it is a graded subalgebra 
(resp. a graded ideal) of L <7. 

(3) A graded subspace of Vis invariant under the repre­
sentation p if and only if it is invariant under the representa­
tionp a. 

(4) Let L ' be a second E Lie algebra. A homomorphism 
of the E Lie algebra L into the E Lie algebra L I is also a 
homomorphism of the ED Lie algebra L <7 into the ED Lie 
algebra L I <7. 

It is quite instructive to look at the above constructions 
from a different point of view. As before, let Ebe a commuta­
tion factor on F and let L be an E Lie algebra. Suppose we are 
given a F-graded associative E/-commutative algebra S, 
where E' is some commutation factor on F [see Sec. 3, exam­
ple 3]. On the F-graded vector space, 

A A /'. 

L = Ell La' with La = Sa ® La for all a E F, 
acer 

(6.10) 

we define a multiplication by the requirement that 

<a ® A,b ® B)=ab ® <A,B) 

for all a E S", bE S{3' A E La' B E L{3' a,/3 if. (6.11) 

/'.. 

Then it is easy to see that L is a F-graded EE' Lie algebra. 

Now let a- be any multiplier on r. We are going to con­
struct an algebra S of the type described above (the so-called 
crossed product of K and F with respect to the multiplier a-). 
As a vector space, S is the space of all functions g:F -+ K 
such that g(y) = 0 for all but a finite number of elements 
y E r. The multiplication in S is defined by 

(fg)(y)= I a-(a,(J)f(a)g(fJ)forallJ,gES. (6.12) 
a+{3=y 

Let (ea>aEr be the canonical basis of S; by definition, 
ea:F -+ K is the function which satisfies 

{
I if y=a, 

ea(y) = 0 if y+a. 

According to Eq. (6.12) we have 

ea e{3 = a-(a,(J )ea + (3 for all a,(J E r. 

(6.13) 

(6.14) 

Consequently, Eq. (6.6) is a necessary and sufficient 
condition for S to be associative, and Eq. (6.8) shows that 
a-(O,O)-I eo is the unit element of S. 

The algebra S has a natural F-gradation; we simply 
define 

(6.15) 

Let D be the commutation factor associated with a-. Since, 
obviously, 

(6.16) 
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we have shown that S is a F-graded associative D-commuta­
tive algebra. 

Therefore,,,the above construction applies and yields an 
ED Lie algebra L. This algebra is isomorphic to L a. In fact, 
the linear mapping, 

defined by 

Jl(A) = ea ® A for all A E La' a E F, 

is an isomorphism of F-graded algebras. 

(6. 17a) 

(6. 17b) 

A similar construction can be carried out for the graded 
representations. 

The foregoing discussion reveals that our construction 
is completely analogous to the one which, by tensoring with 
a Grassmann algebra, converts a Lie superalgebra into a Lie 
algebra. 

We shall now give the most important application of the 
results obtained in this section. Let E be a commutation fac­
tor on r. As in Sec. 3 we define 

Fa = [a E FjE(a,a) = 1], 

F, = [aEFIE(a,a)+l]. 

(6.18a) 

(6.18b) 

Recall that Fa is a subgroup of F and that either Fo = For 
else Fa is a subgroup of index 2 in F and Fa, r, are the 
corresponding residue classes. We define a mapping, 

Eo: rXF-K., 

as follows: If a,[3 E F, we set 

{
-I 

Eo(a,f3) = 1 
if a,[3 if" 
otherwise. 

Obviously, Eo is a commutation factor on F, hence 

D = EoE 

is a commutation factor as well. Note that 

D(a,a) = 1 for all a E r. 

(6. 19a) 

(6.19b) 

(6.20) 

(6.21) 

Suppose now that there exists a multiplier a- on r such that D 
is the commutation factor associated with a-. Then the fore­
going constructions apply. But according to Lemma 2 of Sec. 
5 the existence of a- is guaranteed if the group F is finitely 
generated. Expressed in a somewhat oversimplified lan­
guage, we thus have shown, 

Theorem 2: Let F be a finitely generated Abelian group 
and let E be a commutation factor on r. Define the commu­
tation factor Eo on Fby Eq. (6.19), then choose a multiplier a­
on r such that the commutation factor associated with (T is 
equal to EoE (this is possible). 

Then L -+ La is a bijection between the Eo Lie algebras 
and the E Lie algebras; furthermore, for any Eo Lie algebra L, 
the transformation p _ p(7 is a bijection between the graded 
representations of L and the graded representations of LeT. 

To explain the content of this theorem let us stress that 
an Eo Lie algebra is nothing but a r-graded Lie superalgebra 
(with Fa being the subgroup of even degrees). In particular, if 
E is a commutation factor such that E(a,a) = 1 for all a E r, 
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then Eo is trivial and the Eo Lie algebras are just the r-graded 
Lie algebras. 

Remark: Theorem 2 generalizes and sharpens a result 
which has been obtained in Ref. 7. Therein the authors treat 
the special case where r = Z; and use a Clifford algebra to 
establish a correspondence between E Lie algebras and Z~­
graded Lie superalgebras. 

Incidentally, it is well-known that a Clifford algebra 
may be considered as a crossed product of K and Z; with 
respect to a suitable multiplier (provided that charK =1= 2). 

We conclude this section by a comment on the question 
of how the construction summarized in Theorem 2 will de­
pend on the special choice of (T. 

Let (TI and (T, be two multipliers on r. Then (TI and (T, 

yield the same commutation factor if and only if 7 = (T1(Tz- I 

is symmetric, i.e., if and only if 

7(a,fJ) = 7(j3,a) for all a,(J E r. (6.22) 

It is easy to construct a large class of symmetric multipliers 
on r as follows. Let 0) be an arbitrary mapping of r into K •. 
Then the mapping 

7:rxr~K., 

defined by 

7(a,fJ) = O)(a + fJ)O)(a)-IO)(fJ)-1 

(6.23a) 

for all a,(J E r, 
(6.23b) 

is a symmetric multiplier on r. These multipliers are called 
trivial. 

Conversely, one can prove; 

Proposition 5: Let r be a finitely generated Abelian 
group. If the field K is algebraically closed, then every sym­
metric multiplier on r is trivial. 

Suppose now that r is a finitely generated Abelian 
group and that E is a commutation factor on r. If the field K 
is algebraically closed we can use Proposition 5 to show that, 
up to isomorphism, the construction summarized in Theo­
rem 2 does not depend on the special choice of (T. We shall 
not go into the details. 

7. THE GENERALIZED ADO THEOREM 

We now are ready to prove the generalized Ado theo­
rem, which reads as follows. 

Theorem 3: Let r be an Abelian group, let E be a com­
mutation factor on r, and let L be a finite-dimensional E Lie 
algebra. Then L has a faithful finite-dimensional r-graded 
representation. 

Proof Set 

Ll = !aErILa=t=!oJJ. (7.1) 

By assumption, L is finite-dimensional, hence the set Ll is 
finite. Let r be the subgroup of r which is generated by Ll 
and let E' be the restriction of E to r X r. Of course, L is a r -
graded (=' Lie algebra in an obvious way. 

Suppose we can find a faithful graded representation p 
of the E' Lie algebra L in a finite-dimensional r -graded vec-
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tor space V. We extend the r -gradation of Vinto a r-grada­
tion by setting Vy = (0 J if r E r, r ff. Then p is a faithful 
finite-dimensional graded representation of the E Lie algebra 
L in the r-graded vector space V. 

Thus we now may assume that the group r is finitely 
generated. According to Lemma 1 of Sec. 4 we may assume 
in addition that 

E(a,a) = 1 for all a E r. (7.2) 

But then it follows from Theorem 2 of Sec. 6 that it is suffi­
cient to prove the theorem for r-graded Lie algebras. The 
following theorem by Rossi' now yields the required result: 
Let r be an Abelian group and let L be a finite-dimensional 
r-graded Lie algebra. Then L has a faithful finite-dimension­
al r-graded representation. 

Remark: Rossi' has made the general assumptions that 
r contains a subgroup of index 2 (the subgroup of even de­
grees), and that charK =t= 2. However, these assumptions do 
not enter into his proof of the theorem cited above. Inciden­
tally, Ross has used this latter theorem to obtain the general­
ized Ado theorem for finite-dimensional r-graded Lie 
superalgebras. 

8. CONCLUSION 

In the present work we have investigated a class of gen­
eralized graded Lie algebras, the so-called E Lie algebras. 
The defining identities (a certain skew-symmetry condition 
and a generalized Jacobi identity) depend on the degrees of 
the elements under consideration through the commutation 
factor E. We have seen (at least on the rather general level of 
this article) that the E Lie algebras have properties quite simi­
lar to those of Lie (super) algebras. For example, the general­
ized Poincare-Birkhoff-Witt and Ado theorems hold true. 

A deeper reason for this similarity has been discussed in 
Sec. 6, where we have reduced the theory of E Lie algebras 
and their graded representations to the theory of graded Lie 
(super) algebras and their graded representations (provided 
that the Abelian group of degrees is finitely generated). Any 
result of this latter theory will therefore lead to a correspond­
ing one for E Lie algebras. This point is clearly visible in our 
proof of the generalized Ado theorem, where the theorem by 
Ross has been an important ingredient. 
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Relations among generalized Korteweg-deVries systems8
) 

W. Symes 

Mathematics Research Center, University of Wisconsin-Madison, Madison, Wisconsin 
(Received 15 May 1978) 

This report presents certain relations among the completely integrable Hamiltonian systems introduced by 
Gel'fand and Dikii. These relations generalize a formula of A. Lenard linking the higher-order 
Korteweg-deVries equations, of which the Gel'fand-Dikii systems are a generalization. The general 
form of the relations, which connect the various isospectral deformations of linear differential operators, is 
described, and two examples are given explicitly. 

INTRODUCTION 

In this short note we prove the existence of certain rela­
tions amongst the infinite-dimensional Hamiltonian systems 
constructed by Gel'fand and Dikii. 1 These relations general­
ize a formula of Lenard linking the higher-order Korteweg­
de Vries equations, of which the systems in Ref. 1 are a gener­
alization. We refer the reader to Refs. 2 and 3 for a descrip­
tion of Lenard's result, which is also reproduced as an exam­
ple at the end of this paper, and for an explanation of its 
importance in the theory of the Korteweg-deVries equation 
and its higher-order relatives. We refer the reader also to the 
papers of Lax,4 Gel'fand and DikiP and McKean and van 
Moerbeke6 for further comments on, and uses of, Lenard's 
formula. 

In the preceding references, Lenard's formula is de­
rived by various ad hoc arguments; for instance, it is a conse­
quence of a differential equation satisfied by squares of eigen­
functions of a Schr6dinger operator.4

•
6 In contrast, we show 

that Lenard's result may be regarded as a straightforward 
consequence of the law of exponents for (fractional) powers 
of ordinary differential operator. In this form, the Lenard 
formula generalizes immediately to the systems discussed in 
Ref. 1. 

Mark Adler has derived the generalized Lenard rela­
tions of this paper in somewhat different ways, first for hiera­
chies of systems related to the Boussinesq equation and to a 
certain fourth-order eigenvalue problem,2 then in general for 
the Gel'fand-Dikii systems. 7 

1. FORMAL ISOSPECTRAL DEFORMATIONS 

The central objects of this paper are the systems of par­
tial differential equations discussed by Gel'fand and Dikii in 
Ref. 1. These systems have many remarkable properties. For 
instance, they are infinite-dimensional Hamiltonian sys­
tems, having infinitely many constants of motion in involu­
tion, which moreover are integrals oflocal polynomial densi­
ties. We refer the reader to Ref. 1 for details; see also Refs. 7 
and 8. 

These systems are alsoformal (infinitesimal) isospectral 
deformations of (formal) linear ordinary differential opera-

a)Sponsored by the United States Army under Contract No. DAAG29-75-
C-0024 and the National science foundation under Grant No. MCS75-
17385 AOI. 

tors. A formal linear ordinary differential operator, or linear 
differential expression, is a polynomial in d /dx [or in 

D = - V - l(d /dx), which will be more convenient], 
with coefficients which are functions of x, supposed infinite­
ly differentiable on some open interval, finite or not, on the 
real line. (We use the term differential expressions to empha­
size that no appropriate function space domain is assumed, 
so that we cannot speak properly of operators). An infinites­
imal deformation of such expressions L is a correspondence 

L-+L + Ldt, 

where L is another differential expression, whose coeffi­
cients depend on those of L in some fashion. An infinitesimal 
deformation may thus be thought of as a vector field on the 
space of differential expressions. We restrict ourselves to de­
formations satisfying 

order L.;;;order L. 

In this case, the relation between the coefficients of Land 
those of L may be viewed as a system of differential 
equations, 

L= aL 
at ' 

where coefficients of corresponding powers of 

D = - V - l(d /dx) are equated, and coefficients of L are 
regarded as functions of another variable t. A solution of 
such a system is thus a one-parameter family of differential 
expressions, depending on the parameter t. 

Let L be a linear differential expression of order n, in 
normal form: 

L = D n + nf 2 q,J) k, D = - V - Id /dx. (1) 
k~O 

A formal isospectral deformation of L is a specification 
. n -2 . 

L = I q,J) k = [P,L ] = pOL - LoP, (2) 
k~O 

where P is a linear differential expression whose coefficients 
depend polynomially on qo,"',qn _ 2 and their derivatives, 
having the property that the commutator appearing on the 
right-hand side of (2) is of order n - 2 or less. Here the small 
circle 0 is the symbol for composition of differential expres­
sions according to Leibnitz' rule. Equation (2) may be re­
garded as a collection of n - 1 partial differential equations 
for the coefficients qk' where the dot is interpreted to mean 
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differentiation with respect to a ("time") parameter t, as ex­
plained above. 

Since the right-hand side of (2) is a commutator, the 
infinitesimal deformation defined by (2) is some sort of in­
finitesimal similarity transformation on the expression L. In 
fact, Peter Lax has shown that if L is provided with a suitable 
function space domain, becoming an operator and attaining 
a spectrum, then a solution of such a system of partial differ­
ential equations, determined by (2), represents a deforma­
tion of L preserving its spectrum-that is, an isospectral one­
parameter family of operators. 9 

For example, let n = 2. Choose (with q qo) 
3 3 

L = D 2 + q, p = D 3 = -:jJD + 4Dq. 

Then Eq. (2) is equivalent to the Korteweg-de Vries equation 
for the coefficient q, 

- iq = !D3q + !qDq. 

As is well known, suitable solutions q(x,t) of the Korteweg­
deVries equation determine one parameter families 
L (t) = - d 21dx2 + q(.,t) ofSchrodinger operators having 
the same spectrum, under a wide variety of boundary 
conditions. 

Of course, the existence of a suitable expression P has 
nothing whatever to do with the selection of a function-space 
domain for L. In the Russian literature, a pair consisting of a 
linear differential expression L of order n, in normal form, 
and another linear differential expression P so that order 
[P,L ]<n - 2, is called a Lax pair. We shall adopt this ter­
minology. A Lax pair thus gives rise to a deformation of the 
type depicted in Eq. (2), i.e., a certain system of partial differ­
ential equations. In view of the discovery of Lax regarding 
the Korteweg-deVries equation, we shall call these systems 
generalized Korteweg-deVries systems. 

Gel'fand and Dikii I give a construction of all Lax pairs, 
based on the construction offractional powers of the expres­
sion L. The original argument of Lax9 recieves an elegant 
algebraic setting in their work. The price of elegance, natu­
rally, is the introduction of more powerful machinery. 

The linear ordinary differential expressions appearing 
in Ref. 1, like the Schrodinger operator, having leading coef­
ficient 1, and hence are elliptic. The proper setting for a 
discussion of complex (or fractional) powers of elliptic oper­
ators is the calculus of pseudodifferential operators. (See 
Ref. 10 for a very readable general exposition of this subject.) 
As is implicitly recognized in the work ofSeeley," and ex­
plicitly utilized in Ref. 1, the construction of complex pow­
ers of elliptic operators has a formal counterpart on the level 
of the algebra of symbols. The algebra of symbols is an exten­
sion of the algebra of differential expressions, large enough 
to include inverses and powers of elliptic ("invertible") ex­
pressions. We give a very brief review of this subject in Secs. 2 
and 3. All of the statements in Secs. 2 and 3 are formal coun­
terparts of results of Seeley, II and proofs are also sketched in 
Ref. 1. We therefore omit the proofs. A reward for the intro­
duction of all this machinery is the very simple construction 
of Lax pairs, due to Gel'fand and Dikii, which we present in 
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Sec. 4. A further reward is a straightforward derivation of a 
relation amongst the various Lax pairs, which in the case of 
the Schrodinger operator (n = 2) boils down to Lenard's for­
mula. We detail this result in Secs. 5-7. 

The symbol algebra also provides the key to the rather 
subtle recipe for the Hamiltonian nature of the generalized 
Korteweg-de Vries systems and the involution of the various 
constants of motion. This collection of results, presented 
somewhat computationally in Ref. 1, is explained in Refs. 7 
and 8. 

2. SYMBOL ALGEBRA 

By intentional abuse of notation, denote also by L the 
symbol oiL, 

(3) 

where we have emphasized the dependence of the symbol L 
on the coefficient vector q = (qo, ... ,qn _ 2); the q's are com­
plex valued functions on some open interval U. 

More generally, a symbol is a formal sum 

A (x,5) = ! A,(x,5), (4) 
,~O 

where A, is smooth and complex valued in U X lR \ [ 0 J ' 
and homogeneous of degree d, in 5, with 

do> d, > ... > d, > ... ---+ - 00 

a sequence of real numbers tending to - 00. 

Symbols are considered the same if they agree, term by 
term, with each other. 

The symbols form a module over COO (U), with the mod­
ule operations defined pointwise. They form an algebra over 
C, with the multiplication operation 0 defined by 

(A,B) ---+AoB = I J.- JVAD VB, 
v;;,o v! 

(5) 

whereJ = JIJ5andD = - iJIJx are applied term by term. 
Note that the sum on the right of (5) is not in the canonical 
form (4); however, only finitely many products of the same 
homogeneous degree appear in (5), and rearrangement into 
the form (4) is easy. 

Note that, under the replacement D ---+5, linear differ­
ential expressions pass over into polynomial (in 5) symbols, 
and that in the case of such polynomial symbols Eq. (5) cor­
responds exactly to the rule for composition of differential 
expressions. Indeed, this observation is the motivation for 
the definition (5) of the product of symbols, and shows that 
the algebra of differential expressions may be viewed as a 
sub algebra of the algebra of symbols. 

The class of symbols all of whose homogeneous pieces 
have integral degree, and the class of symbols which can be 
written 

A = IAdq'5l 
';;,0 
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withA/[q,S] =aISd,oi,S), where 

_{ 1, s>o,} 
oi5)= ± 1 S <0, 

and al [q] a polynomial in q and its x derivatives (that is, a 
polynomial in qQ, ... ,qn _ 2 and their x derivatives) both form 
subalgebras. The latter subalgebra will be called the class of q 
symbols. 

The order ordA of symbol A is the homogeneous degree 
of the term of highest homogeneous degree appearing in an 
expansion (4)-that is, ordA = do in the notation of (4). 

and 

Note that 

ord(AoB)<ordA + ordB 

ord[A,B ] <ordA + ordB - 1, 

where 

[A,B] = AoB - BoA. 

Note that differential expressions such as (1), and more gen­
erally differential expressions whose coefficients depend 
polynomially on q and its x derivatives, correspond under 
the replacement D -S to polynomial (in S) q symbols. 
Therefore, Lax equations (2) are in 1-1 correspondence with 
polynomial q symbols P for which ord[L,P]<n - 2. 

3. COMPLEX POWERS 

Define the resolvent symbol R (A. ) for L by the equation 

R (A. )o(L - A. ) = 1. 

According to the definition of the product (5), we can re­
write this equation in the form 

<S n - A.)R (A. ) = 1 - R (A. )oC~: q,t k ). 

From this formula it is easy to see thatR (A. ) admits an expan­
sion in the form 

R (A. ) = I RI(A.,S), 
I~ n 

where RI is homogeneous of degree -I in S, A. lin, and is 
defined recursively by the formulas 

1- n - 2 n - 2 S k <S n - A. t1 

(6) 

RI(A.) = - L L 
j ~ 0 k ~ max(O.2n + j _ I) ( - 2n - j + 1+ k)! 

In particular, 
I-n 

RI(A. ) = L Blm<S n + A. ) - m, t~n + 2, (7) 
m =2 

where B lm is a homogeneous polynomial in S of degree 
nm -I whose coefficients are polynomials in q and its x 
derivatives. 
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Observe that, by virtue of (7), the expansion (6) can be 
rearranged forlarge I sl into the form (4), showing that R (A. ) 
is a q symbol. R (A. ) should be regarded as a local version of 
the resolvent of L. Indeed, R obeys the resolvent equation 

R (A.) - R (p,) = (A. -1l)R (A. )oR (p,). 

In further analogy to the usual theory of the resolvent, 
we use R (A. ) to define complex powers of the symbol L. 

For the remainder of this paper, define 

A. S = exp(s 10gA. ), A. ,SEC, 

w here the principal branch oflog is selected, with the branch 
cut down the negative imaginary axis. 

Define the symbol L " for complex s, by 

L S = _1_1 dA.A. SR (A. ). 
21Ti j 

(8) 

The contour goes up the ray Re A. = !, around the semicircle 
IA.I = ! counterclockwise, and back down the ray 
ReA. = -1. 

The integral (8) is evaluated by inserting the expansion 
(6) and (7) for R (A. ) in (8) and integrating term by term, using 
the residue theorem. Each integral converges and admits 
evaluation by residues for Re s < - 1 and lsi> 1. We obtain 

L S = I Ap(s), 
p~O 

where ordAp = n Re s - p, 

Ap(s)-<S ny<s n)1 - m 

(9) 

.(.. 1 m-2 
X L Bp + n,m(_l)m-1 L (s-J)' 

m ~ 2 (m - I)! j ~ 0 

(10) 

This result is then extended by homogeneity to lsi> O. 

Thus L S is a q symbol, of order n Re s, for Re s < - 1. 
Formulas (9) and (10) allow continuation of L S as an entire 
function of s. Mimicking arguments in Ref. 6, one easily 
shows that the resolvent formula implies the semigroup 
properties 

L 0 = 1, L 1 = L, L sL 1 = L S + I. 

In particular, for any complex s, t, 

[LS,L I] = o. 

4. LAX PAIRS 

Let m be any positive integer. Then L min is a q symbol 
of order m, whose homogeneous pieces have integral degree. 
Set 

L min = Pm + N m' 

where 
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00 (m) N m = I Ap - . 
p=m+l n 

Thus Pm is a polynomial q symbol, and ordN m < - 1. If m is 
not divisible by n, it is easy to check that A/mln)~O for 
p»m + 1. 

Because [L,L m + n] = 0, 

[Pm,L 1 = [L,Nml· 

Since the left-hand side of this equation is a polynomial q 
symbol, so is the right. On the other hand, since the right­
hand side has order <n - 2, so does the left-hand side. Thus 

L = [Pm,L 1 
is a Lax equation for each positive integer m. This is Gel'fand 
and Dikii's construction of Lax pairs. 

A simple degree-counting argument shows that Pm is 
essentially the unique polynomial q symbol of order m, 
whose commutator with L is of order n - 2. 

5. GENERALIZED LENARD RELATIONS 

Denote by X m the polynomial q symbol 

In view ofEq. (2), it is natural to callXm the mth Lax vector 
field for L. The object of this section is to relate X m to X m + n' 

Since L min + 1 = LoL min, we have 

Pm + n = (LoL min). 

where the subscript" + "signifies the sum of parts of nonega­
tive homogeneous degree, i.e., the polynomial part. Thus 

Xm+n=LoXm- [L,(LoNm).l· 

The equation 

n m+k-I-l[ (m) k] 
X m •1 = k =~+ 2 P = ~ + 1 Ap --;; ,q,J I 

(11) 

(12) 

(where the subscript I denotes the part of homogeneous de­
gree I) shows that X m depends only on A /ml n), 
m + 1 <p<m + n - 1. We shall show that Eq. (11) can also 
be rewritten to express Xm + n in terms of A/min), 
m + 1 <p<m + n - 1. This will be our generalized Lenard 
relation. 

In fact, 

(LoN m). = S nAm + n(mln) + ... , 
where the terms denoted by dots involve only A/min), 
m + 1 <p<m + n - 1. On the other hand, according to the 
result of Sec. 4, 

0= [L,Nml- 1 

= i [ n ]Dn+1-pam+p( m) 
p=l n+l-p n 
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where we have written Ap(mln) = a/mln)s m - p. This can 
be rewritten 

-nDam +n( :) 

:~: [n + ~ _p]Dn+ I-
Pam + p ( : ) 

(13) 

The right-hand side of (13) is an exact derivative, so we can 
express am + p(mln) in terms of am + p(mlp), 1 <p<n - 1. 
On the other hand, we don't even need to do that, since only 
DAm + n(mln) appears in [L,(LoN m ).]. In any case, we have 
expressedXm+nintermsofAm+/mln), l<p<n -1,aswe 
desired. 

6. THE HAMILTONIAN FORMALISM 

In order to write the relations derived in the last section 
in the form in which the Lenard relations are usually pre­
sented, we introduce the Hamiltonian formalism of Ref. 1. 

Suppose that F is a polynomial in q and its derivatives. 
Define the formal variational derivative of Fby 

tJF = f (_ D Y tJF , 
tJqk )=0 J(DJak ) 

tJF ( tJF tJF)1 
8q - tJqo , ... , tJqn _ 2 ' 

where the superscript t denotes transpose (to a column ma­
trix). In Ref. 1 it is proven [Eq. (21)] that 

(
m) n p-m-I(p-m-l) 

ap - =-- I (-Dr 
n m + n v=o v 

tJ (m+n) X am + n + I ---
tJqp_m_v_1 n 

(14) 

for p = m + 1, ... ,m + n - 1. 

Using (12) and (14), it is easy to express the Lax vector 
field X m in the form 

(Xm,O, ... ,xm.n _ 2Y = __ n_ J i. Hm, 
m+n tJq 

W. Symes 
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where Hm=am + n + t(m + n/n), andJis a certain matrix of 
differential expressions, whose coefficients depend polyno­
mially on q and its derivatives. 

In Ref. 1 it is shown that J defines a symplectic struc­
ture on the space of coefficient vectors q, in a certain local 
sense, and that the Lax vector field is a Hamiltonian vector 
field, by virtue of (15). (See also Refs. 7 and 8.) 

Now Eqs. (11)-(15) allow us to write the relation de­
rived in Sec. 5 in the succinct form 

non 0 
----J-Hm+n= ---K-Hm. 
m + 2n oq n + m oq 

(16) 

where K is another (n - 1) X (n - 1) matrix of differential 
expressions whose coefficients depend polynomially on q 
and its derivatives. Equation (16) is, for n = 2, the form in 
which the Lenard relations are usually stated. The general 
form of J is very complicated, and that of K even more so. 
Rather than exhibit these general forms, we compute in Sec. 
7 J and K explicitly for n = 2,3. 

7. EXAMPLES 

(1) n = 2: L = 52 + qo, and 

4 0 
X~ = 2Dam + t(!m) = ---D-am+i!m + 1), 

m + 2 oqo 

so in this case J is the 1 X 1 matrix 2D. 

Equation (1 I) yields 

Xbn 
+ 2 = D2X~ + qX~ - 2D3am + t(!m) - D 2am + 2(!m) 

+ am + 1(!m)Dq. 

Equation (13) yields 

Da m + 2 = - 1/2D 2a m + I' 

Hence 

X~ + 2 = (!D 3 + 2qD + Dq)am + I(!m). 

So K is the 1 X 1 matrix 

K = !DJ + qD + Dq. 

That is the expression discovered by Lenard. 

(2) n = 3. Set Hm = [3/(m + 3)]am + i~m + 1). 

Then 

oHm 
am + 1 = -- , 

oqo 

bHm bHm 
am+ 2 = -D-

oq, 8qo 

according to formula (14). 

The Lax vector field is 
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Thus 

(
0 3D) 

J= 3D 0 . 
From (13) we obtain 

Dam + i~m) = - ~[3D 2am + i~m) + D 'am + I(~m) 

and, after tedious computation, 

K = (Koo 
\KIO 

where 

K oo = - 3..D 5 + :"'D 'oql - ~ID 3 - ~,(Doq,) 
3 3 3 3 

K Ol = D 4 - 2q,D 2 + 3qoD - Dqo, 

K,o = - D 4 + 2D 20 ql - 2Dqo + 3qoD, 

Kll = 2D' + qlD + Doq,. 
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In this paper solutions to the source-free generalized Einstein-Maxwell field equations with a null 
electromagnetic field are investigated. It is argued that the principal null congruence of the null 
electromagnetic field need not be geodesic, shear-free or a repeated principal null congruence of the 
gravitational field. However, if the principal null congruence of the null electromagnetic field is geodesic 
and shear-free, then it is shown that it must be hypersurface orthogonal, expansion-free, and a repeated 
principal null congruence of the gravitational field. The local form of all such solutions of Petrov type III 
or N is presented. 

1. INTRODUCTION 

The source-free Einstein-Maxwell field equations are l 

*Fhj. = 0 
J ' 

(1.1) 

where 

Tab-_I_(FarFbr _ :"'gabFrsF ). 
41T 4 rs (1.2) 

A null vector field la is said to define aprincipal null direction 
(abbreviated, pnd) of the electromagnetic field if it is an ei­
genvector of Fab. There always exists2 at least one pnd for Fab 
and at most two linearly independent pnd's (provided 
Fab=l=O) , If Fab is null; i.e., 

FaJ ab = 0 and Fab *F ab 
= 0, 

then the pnd's of Fab coalesce and we may write 

Fab=l[cPbJ and*Fab=l[aqbJ' (1.3) 

where p band q bare spacelike vectors which are perpendicu­
lar to la' and to each other. 

For a definition of the pnd's of the gravitational field 
see, e.g., Ref. 2 (pp. 319-22). 

A congruence of null curves in spacetime which has its 
tangent vector field parallel to a pnd of the electromagnetic 
field (gravitational field, resp.) is called a principal null con­
gruence (abbreviated, pnc) of the electromagnetic field 
(gravitational field, resp.). 

We have the following theorems concerning solutions 
ofEq. (1.1). 

Theorem 1 (Mariot l-Robinson4
): If the source-free Ein­

stein-Maxwell field equations are satisfied and Fab is null, 
then the pnc of the electromagnetic field is geodesic and 
shear-free. 

Theorem 2 (Kundt and TrumperS
): Suppose that the 

source-free Einstein-Maxwell field equations are satisfied 
and Fab admits a geodesic and shear-free pnc with tangent 
vector field I a. Then I a defines a repeated pnd of the gravita­
tional field and hence the gravitational field is algebraically 
special. 

Theorems 1 and 2 imply 

Thereom 3: If the source-free Einstein-Maxwell field 

equations are satisfied and the electromagnetic field is null, 
with pnd determined by la, then the gravitational field is 
algebraically special and la defines a repeated pnd for the 
gravitational field. 

The primary purpose of this paper is to explore the de­
gree to which Theorems 1 and 3 can be extended to the gen­
eralized Einstein-Maxwell field theory.6.7 The source-free 
field equations of this theory are given by 

G "I> = 81T(T"I> _ kA ab), Fhj _ '!:'F* *R *abhj = 0 } 2 ab;} , 

where 

A ab _1_(Frh*R*rbs+*Far,s*F b,.,) 

81T ' 
(1.5) 

and k is a coupling constant with units of (length)2. When 
k = 0 the equations presented in (1.4) reduce to the source­
free Einstein-Maxwell field equations, and thus we shall as­
sume that k=l=O. 

The field equations of the generalized Einstein-Max­
well field theory are uniquely characterized by the following 
four conditions: 

(i) The vacuum field equations are derivable from a La­
grangian of the form L = L (g1j;gij,i,; ... ;glj';""i.;I/1,,; 
1/1".i,; ... ;l/1a';''''i,) (a '?2,(3'? 1), and are at most of second order 
in the derivatives of gij and 1/1" where Fab: = I/1b,(1 - l/1a,b' 

(ii) In the presence of sources the field equations are 
compatible with the notion of charge conservation. 

(iii) The field equations governing the vector potential 
l/1a reduce to Maxwell's equations in a flat space. 

(iv) In the absence of electromagnetic fields the equa­
tions governing glj are Einstein's equations. 

For a more detailed discussion of the generalized Ein­
stein-Maxwell field equations see Refs. 8 and 9. 

My major tool for studying the field equations present­
ed in Eq. (1.4) will be the Newman-Penrose formalism of 
Ref. 1. Using this approach I show that if the source-free 
generalized Einstein-Maxwell field equations are satisfied 
by a null electromagnetic field, then (in general) the corre-
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sponding pnc will probably not be geodesic or shear-free. 
However if it is geodesic and shear-free then it must be hy­
persurface orthogonal, expansion-free, and a repeated pnc of 
the gravitational field. After establishing this result I devote 
the remainder of the paper to a study of various types of 
solutions to the source-free generalized Einstein-Maxwell 
field equations which are such that Fab is null and the corre­
sponding pnc is geodesic, shear-free, hypersurface ortho­
gonal, and expansion-free. 

2. PROPERTIES OF NULL ELECTROMAGNETIC 
FIELDS 

Throughout this paper it is assumed that the metric and 
electromagnetic field satisfy the source-free generalized Ein­
stein-Maxwell field equations (1.4). In addition Fab is re­
quired to be null and we assume that I a defines the corre­
sponding pnd. Under these assumptions Fab and * Fab can be 
expressed as in Eq. (1.3). We now adjoin to la three other 
null vector fields n a,m a, and rna which are such that the set 
Ila, na, ma,rna I defines a null tetrad. In this tetrad n a is real 
while m a is complex with rna being its complex conjugate. 
The nonzero inner products of the tetrad vectors are 

lana = I and marna = - 1. 

It is assumed that the null tetrad is oriented so that 

Eabcd = 4!il[a nbmfod I' 

There exists a complex valued function C which is such 
that the vectorsPb and qb appearing in Eq. (1.3) can be 
written as lO 

Pb = i(ernb - Cm b ), qb = Cmb + emb· (2.1) 

In the notation of Ref. 1, C = 2ifP2• 

As usual we define 

+Fab = !(Fab - i*Fab )· 

Using Eqs. (1.3) and (2.1) we find 

+Fab = iC(mib - mia). 
2 

(2.2) 

In terms of +Fab the "electromagnetic part" of the general­
ized Einstein-Maxwell field equations (1.4) becomes 

2+F b
; . - (k !2)F . *R *abh; = o. .} ab.} (2.3) 

When (2.3) is multiplied by 'h,mh,m h, and nh, noting Eq. 
(2.2), we obtain ll 

and 

ik bh· CO' = -m 1<' * R *0 y 2 h' abJ ' 

D ~ bh· C + C (2E - p) = -rn 1<' * R *a y 2 h' abJ ' 

8C + C(2(J - 7) = ik n 1<' *R *abhj 

where 
2 h' abJ ' 

DC _c;)a and 8C C;ama. 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

Now recall that the pnc associated with la is geodesic 
and shear-free if and only if K = a = O. Thus in view of Eqs. 
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(2.4) and (2.5) it seems quite unlikely that this will be the case 
(in general) for the pnc associated with a null electromagnet­
ic field which satisfies Eq. (1.4), Consequently the Mariot­
Robinson theorem probably cannot be extended to the 
source-free generalized Einstein-Maxwell field equations. 

In passing it should be noted the Eq. (2.4) implies that 

CK + CK = O. (2.8) 

This fact can be used along with Eq. (2.1) to show that 

la;b1b = (E + je)la + ~a. 
Using Eqs. (1.3) and (2.1) we find that the "gravitation­

al part" ofEq. (1.4) can be written as follows: 

G CC-II ~CC-*R* )'IS ab = - a b + 2 arb 

21 . r ) S I I s· r 2 I I s· r - (a'qb);,q + abqr;B' - q(ab)r;B' 

(2.9) 
Combining this equation with (2.8) shows us that 

fPoo - !RabfGlb = 0, (2.10) 

while in general the other tetrad components of the Ricci 
tensor are nonzero; e.g.,12 

do. - lR fa b kKC --
'1"01= - '2 ab m = --(CO' + Cp). 

4 
(2.11) 

This situation should be contrasted with the corresponding 
situation for null electromagnetic fields satisfying the source­
free Einstein-Maxwell field equations. In this case the only 
nonzero tetrad component of the Ricci tensor is 
Rabnanb = - ce. 

We shall now turn our attention to an investigation of 
null electromagnetic fields which satisfy Eq. (1.4) and are 
such that their pnc is geodesic and shear-free. 

3. NULL ELECTROMAGNETIC FIELDS WITH 
GEODESIC AND SHEAR-FREE PNC'S 

In this section it is assumed that the pnc of the null 
electromagnetic field is geodesic and shear-free. Conse­
quently we may choose our null tetrad II a,nG,ma,ma J so that 
K = 0'= E = O. Thus Eqs. (2.S), (2.6), and (2.11) imply that 

DC=Cp (3.1) 

and 

(3.2) 
Upon multiplying Eq. (2.9) by g"b we discover that due to 
Eqs. (2.10) and (3.1) 
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R 
A -=0. 

24 
(3.3) 

When (2.9) is multiplied by mGmb we find, through the use of 
Eq. (3.1), that 

d. - lR G b k C-2:::2 
'P02= - 2: Gbm m = - p 

4 

(3.4) 

Since K = (J = ° the Ricci identities 13 imply that I G must de­
fine a pnd of the gravitational field and thus 

1/10- - Cabciumblemd = 0. 

However, owing to Eq. (3.3), 

- Cubed = * R * abed + !(gafihd - gadRbc 

and hence Eq. (3.5) implies that 

Thus Eqs. (3.4) and (3.7) imply that 

k -
<1>02 = - C 'fT. 

4 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

I now want to examine whether or not our present as­
sumptions on I U imply that I U is a repeated pnd of the gravita­
tional field, as it would be if we were dealing with the source­
free Einstein-Maxwell field equations. For this to be the case 
W) must vanish where 

(3.9) 

Let us suppose that W)=I=O. Due to Eqs. (2.10) and (3.2) 
the Bianchi identities)3 tell us that 

while if rp is an arbitrary function, then 

(bD - Db)rp = (a + (3 - n-)Drp - pbrp. 

(3.10) 

(3.11) 

Upon combining Eqs. (3.10) and (3.11) in conjunction with 
the Ricci identities 

bp = pea + (3) + r(p - i5) - W" 

Dr = p(r + iT) + W" 

D(3 = (3p + 1/1), 

we obtain 

_ lOW) = D ( D<I>02 ~ P<l>o2) _ p ( D<I>o2 ~ P<l>o2 ). 

Using Eqs. (3.1), (3.8), and the Ricci identity 

Dp=p', 
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(3.12) 

(3.13) 

we discover that Eq. (3.12) reduces to 

- 101/1,' = 3kC2jY(jJ - p). (3.14) 

A straightforward calculation employing Eqs. (2.10), 
(3.1), (3.2), (3.6), and (3.7) shows that Eq.(2.4) can be rewrit­
ten as follows, '4 

(3.15) 

Upon acting on this equation with the operator D we easily 
find, through the use of Eqs. (3.1), (3.10), (3.13), and (3.15), 
that 

CpWlp - p) = 0. (3.16) 

Evidently Eqs. (3.14) and (3.16) imply that 1/1) = 0, contrary 
to our original assumption that 1/1,=1=0. Thus when K = (J = ° 
we must have W, = 0. In this case the Bianchi identities tell 
us that (cf. Eq. (3.10)1 

(3.17) 

When Eqs. (3.8) and (3.17) are combined, noting Eqs. (3.1) 
and (3.13), we get 

*kC'jY = ° 
and hence 

p=o. 

This in turn implies that the pnc of the electromagnetic field 
must be hypersurface orthogonal and expansion-free (see 
Ref. 2, pp. 340--1), 

Upon drawing the above results together we obtain 

Theorem 4: When the source-free generalized Einstein­
Maxwell field equations are satisfied by a null electromag­
netic field whose corresponding pnc is geodesic and shear­
free, then this congruence must also be hypersurface ortho­
gonal, expansion-free, and a repeated pnc of the (necessarily) 
algebraically special gravitational field. 

Theorem 4 represents an extension of Theorem 3 to the 
generalized Einstein-Maxwell field theory. The basic differ­
ence between these two theorems is that when proving Theo­
rem 3 you do not have to assume that the pnc of the null 
electromagnetic field is geodesic and shear-free, since that 
follows from Theorem 1. However, in the case of the Ein­
stein-Maxwell field theory there exist solutions with a null 
electromagnetic field which are such that the corresponding 
pnc has" p=l=O. Due to Theorem 4 we see that this is not the 
case in the generalized Einstein-Maxwell field theory (pro­
vided the congruence in question is geodesic and shear-free). 
This is perhaps the most remarkable aspect of Theorem 4. 

4. ALGEBRAICALLY SPECIAL 
GRAVITATIONAL AND ELECTROMAGNETIC 
FIELDS 

The basic assumption in this section is that the pnc of 
the null electromagnetic field is geodesic and shear-free. Due 
to Theorem 4 this congruence must be hypersurface ortho­
gonal, expansion-free, and a repeated pnc of the gravitation­
al field. Thus the gravitational field is algebraically special 
and in addition we can select a null tetrad! IG,nu,ma,iiiul so 
that K = (J = P = E = 0. In this case Eq.(3.1) becomes 
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DC=O (4.1) 

and it can be shown tht Eq. (2.9) may be rewritten as follows, 

(4.2) 

where 

F = CC + k ((J'C' + jj'c' + 2aiiCC + (JC8C + jjc~C) 

(4.3) 

We shall now demonstrate that Rab must be proportional to 

fa lb' 

Due to Eqs. (2.10), (3.2), (3.3), and (3.8) we have 

fPoo = fPOl = fPo, = 11 = O. (4.4) 

Thus in order to prove that Rab is of the required form all we 
need do is show that fPll = fP12 = 0, where 

fPll - !Rab(/an b + mamb) 

and 

<1>1' - !Rabnamb. 

Upon multiplying Eq. (4.2) by n am b we get 

fP12 = - kCC*R *arb/lal'mbl'. 
4 

Since 1/11 = 0 we may employ Eqs. (3.6), (3.9), and (4.4) to 

show that *R * arbsnal'mbr' = 0, and hence the above equa­
tion implies that 

fP12 = O. 

A similar argument can be used to prove that 1
' 

fPll = 0 

and hence 

Rab = - 2 <l>22f)b' (4.5) 

In passing one should note that Eqs. (3.6) and (4.5) 
imply that since the gravitational field is of Petrov type II 

(4.6) 

for some function fl, and thus Eq. (4.2) embodies only one 
constraint upon the field variables. 

A straightforward calculation shows that under our 
present assumptions the electromagnetic field Eqs. (2.4)­
(2.7) reduce to (4.1) along with 

8C + (2(J - r)C = .!5... [8C + 2(P + r)C jl/l, 
2 

where 

k -- - --
- - [8C + 2(P + 7)C j'll" 

2 

1/1, - !Cabcd(l anbf cnd - f anbmcmd). 
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(4.7) 

Ifwe now assume that 1/1, = 0, and hence our gravita­
tional field is of Petrov type III, then we find that the func­
tion fl appearing in Eq. (4.6) vanishes. As a result of this 
additional assumption Eqs. (4.1), (4.2), (4.5), and (4.7) imply 
that the source-free generalized Einstein-Maxwell field 
equations reduce to 

2fP'2 = F, DC = 0, and 8C = (r - 2(J)C, 

where Fis given by Eq. (4.3) 

(4.8) 

To recapitulate the previous work we have 

Theorem 5: Let V. be a spacetime of Petro v type III 
containing a null electromagnetic field Fab . This spacetime 
and electromagnetic field satisfies the source-free general­
ized Einstein-Maxwell field equations with the pnc of Fab 
being geodesic and shear-free (and thus the repeated pnc of 
the gravitational field) if and only iflocally there exists a null 
tetrad [I a,na,ma,maJ which is such that: 

(a) f a defines the repeated pnd of the gravitational field; 

(b) K = (T = P = E = 0 for this tetrad; 

(c) Fab = l[aPbJ wherepb = i(Cmb - Cmb); 

(d) Rab is proportional to fa lb; and 

(e) Eq. (4.8) is satisfied. 

Kundt16 has determined the local form of the metric for 
spacetimes of Petrov type III which satisfy conditions (a), 
(b), and (d) in the above theorem. Kundt's metrics naturally 
divide into two classes depending upon whether or not it is 
possible to introduce null tetrads which satisfy (b) along 
with r = O. We shall now employ Kundt's results to deter­
mine the local form of solutions to the source-free general­
ized Einstein-Maxwell field equations which have the prop­
erties described in Theorem 5. 

Case (i) r = 0: If a spacetime of Petro v type III admits a 
null tetrad which satisfies conditions (a), (b), and (d) in the 
above theorem along with T = 0, then locally there exists a 
chart (x,y,u,v) which is such that the metric has the form 

ds' = - dx2 
- dy2 - 2fdxdu + 2dudv 

+ (h - vfx - F)du 2
, (4.9) 

where h = h (x,y,u).! = f(x,y,u), and 

lu + /yy = o. (4.10) 

In terms of this chart the repeated pnd of the gravitational 
field is defined by a/avo I choose the vectors of the null tetrad 
to be 

na ~ = ~ + !if' + vfx - h ) ~, 
axa au av 

and (4.11 ) 

a a I (a ia fJ) 
m axa = \1''2 ax + ay + av . 

All of the spin coefficients of this null tetrad vanish except 
for y, J1 and v and hence this tetrad does indeed satisfy condi­
tions (a), (b), and (d) of Theorem 5 with r = O. 

The "electromagnetic part" of Eq. (4.8) implies that C 
can be expressed as a differentiable function of z-x + iyand 
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u. The remaining field equation in (4.8) is 

4(hxx + hyy) - ffxx + /xu - %I; - 4/; = cc + kC'C', 
(4.12) 

where 

C/ ac 
az 

and/must satisfy Eq. (4.10). 

The electromagnetic field corresponding to this solu­
tion to the source-free generalized Einstein-Maxwell field 
equations is 

Fabdxa A dxb = Y"2 [Im( C )dx A du + Re( C )dy A du ] 
(4.13) 

where Im( C) and Re( C) denote the imaginary and real parts 
ofC, resp. 

At this time I would like to point out that if we desire 
the gravitational field to be of Petrov type N and such that 
(a), (b), and (d) remain valid with T = 0, then l6 we can as­
sume (without loss of generality) that/ = 0 in Eqs. (4.9), 
(4.11), and (4.12). In this case the gravitational field repre­
sents a plane-fronted gravitational wave with parallel raysl7 
(see Ref. 16 or Ref. 2, p. 355). 

Case (ii) T=f:O: If a spacetime of Petro v type III admits a 
null tetrad which satisfies conditions (a), (b), and (d) in 
Theorem 5 along with 7=f:O, then locally there exists a chart 
(x,y,u,u) which is such that the metric has the form 

ds2 = - dx2 - dy2 - 2(r + ~) dxdu + 2dudu 

where h = h (x,y,u),f = /(x,y,u), and 

x/xx + xJ;,y + 2/x = o. 

(4.14) 

(4.15) 

The pnd of the gravitational field is defined by a/au, and I 
choose the null tetrad to be 

a a a I [( u )2 ] a n - = - + - / + - + u/x - h -, 
axa au 2 x au 

and 

ma ~ = ~ [~ + ia + (/ + 2U) !...]. (4.16) 
axa y 2 ax ay x au 

The nonzero spin coefficients of this null tetrad are 
a,(3,Y,f.1,V,1T, and T. In particular 

- 1 
a - (3 - 17 - ---

- - 2 - 2Y"2x' (4.17) 

Consequently this tetrad satisfies conditions (a), (b), and (d) 
of Theorem 5 with T=f:O. 

Due to Eq. (4.17) the "electromagnetic part" ofEq. 
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(4.8) once again implies that C can be expressed as a differen­
tiable function of z=x + iy and u. In addition the null elec­
tromagnetic field is still given by Eq. (4.13). 

The remaining "gravitational" field equation in (4.8) is 

4(hxx + hy) - ~hx + ~ - ffxx + ~ ffx + /xu - %1/ - V;,2 
x X X 

= CC + !5..- (C + C)2 _ ~(CC / + CC') + 4C /C ,), 
4 x 2 x 

(4.18) 

where/must satisfy Eq. (4.15). In general the solutions to 
this equation lead to a spacetime which cannot be extended 
beyond x = O. 

In concluding this case I would like to point out that if 
we desire the gravitational field to be of Petro v type Nand 
such that (a), (b), and (d) are satisfied with 7=f:0, then l6 we 
can assume (without loss of generality) that/ = 0 in Eqs. 
(4.14), (4.16), and (4.18). The resulting gravitational field 
represents a plane-fronted gravitational wave (with nonpar­
allel rays). 

As an immediate consequence of the above work we 
obtain 

Theorem 6: Let V. be a spacetime of Petro v type III (or 
N) which contains a null electromagnetic field Fab whose 
corresponding pnc is geodesic and shear-free. If the source­
free generalized Einstein-Maxwell field equations are satis­
fied, then locally the electromagnetic field is given by Eq. 
(4.13) and the metric is given by either Eq. (4.9) or (4.14) 
depending upon whether or not an adapted null tetrad can be 
found with 7 = 0 along with K = (T = P = E = O. The two 
field equations governing C,J, and h in these metrics are 
(4.10), (4.12) and (4.15), (4.18), resp. In addition the repeat­
ed pnd's of the gravitational and electromagnetic fields are 
aligned. 

5. A RESTRICTED CLASS OF NULL 
ELECTROMAGNETIC FIELDS 

In order to obtain the exact solutions to the source-free 
generalized Einstein-Maxwell field equations presented in 
the previous section we had to explicitly assume that the pnc 
of the null electromagnetic field is geodesic and shear-free. 
In addition we required the gravitational field to be of Petro v 
type III. I shall now demonstrate that it is possible to place a 
"single" algebraic restriction upon the pnd of Fab which en­
sures that all of the above conditions are satisfied along with 
the gravitational field being of Petrov type N. 

Suppose that la is tangent to the pnc of Fab and such that 

*R *ahci c 
= O. (5.1) 

This in turn implies that Rablb = 4Rla and hence we may 
employ Eq. (3.6) to conclude thatl' 

Cabe) C = ~ (l~hd - l~ad) + 4 (l~ad - lfibd)' 

(5.2) 
Thus the gravitational field must be algebraically special. 

Due to Eqs. (1.3) and (5.1) it is clear that 
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Fab *R *abhj = 0 

and hence 

F .*R *abhj = 0 
ab;j 

since * R *abhj;j = O. Consequently the "electromagnetic 
part" of the source-free generalized Einstein-Maxwell field 
equations reduces to Maxwell's equations in which case the 
pnc of Fab is geodesic and shear-free [cfEqs. (2.4) and (2.5)]. 
We can now appeal to Theorem 4 to deduce that this pnc 
must be hypersurface orthogonal and expansion-free. As a 
result of these facts there exists a null tetrad {la,na,ma,rna} 
which is such that K = U = P = € = O. Under these condi­
tions Eq. (4.5) is valid and thus Eq. (5.2) implies that the 
gravitational field is of Petro v type N. 

Due to our work in Sec. 4 (cf. Theorem 6) we have just 
proved 

Theorem 7: Suppose that V4 is a spacetime containing a 
null electromagnetic field whose corresponding pnc is such 
that * R * abed I C = 0, where I e is tangent to this congruence. If 
the source-free generalized Einstein-Maxwell field equa­
tions are satisfied, then 

(i) the gravitational field is of Petrov type N with re­
peated pnd defined by la, 

(ii) the pnc of the electromagnetic field is geodesic, 
shear-free, hypersurface orthogonal and expansion-free, 

(iii) locally the electromagnetic field is given by Eq. 
(4.13), and 

(iv) locally the metric is given by either (4.9) or (4.14) 
(with! = 0) depending upon whether or not an adapted null 
tetrad can be found with 7 = 0 along with K = U = P 
= € = O. The single field equation governing h in these me­

trics is given by Eq. (4.12) and (4.18), resp. 

Remark: It can be shown that if the pnc of a null electro­
magnetic field satisfies assumption (5.1) and the source-free 
Einstein-Maxwell field equations (1.1) hold, then conclu­
sions (i)-(iv) of the above theorem are valid l9 with k = 0 in 
Eqs. (4.12) and (4.18). 

6. SUMMARY AND CONCLUSIONS 
The previous work has shown us that if the source-free 

generalized Einstein-Maxwell field equations are satisfied 
by a null electromagnetic field Fab , then the pnc of Fab most 
likely will not be geodesic, shear-free or a repeated pnc of the 
gravitational field. However, if it is geodesic and shear-free, 
then not only must it be a repeated pnc of the gravitational 
field but it must also be hypersurface orthogonal and expan­
sion free! As of yet no one has produced a solution to Eq. 
(1.4) corresponding to a null electromagnetic field whose 
pnc is not geodesic and shear-free. I believe that such a solu­
tion could prove to be quite interesting. 

In Ref. 8 it is argued that a possible alternative to the 
usual energy-momentum tensor - Tab[cf. Eq. (1.2)] of the 
electromagnetic field used in general relativity is provided by 
Y ab= - Tab + kAab' whereAab is defined by Eq. (1.5). For· 
the two classes of solutions to the source-free generalized 
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Einstein-Maxwell field equations presented in Theorem 6 we 
have the following expressions for - Tab and Y ab· 

Case (I) 7 = 0: 

1 - 1 - ,-, 
- Tab = - CClalb' Y b = ~CC + kC C )Iib' (6.1) 

81T a 81T 

Case (iz) 7*0: 

1 -
- Tab = - CClib' 

81T 

Y = _1_[CC + !5... (C + C)2 
ab 81T 4 x 2 

Suppose that & is an observer in our spacetime whose 
world line has unit tangent vector u. Then in either of the 
above cases - T(u,u)= - Tabuaub> 0, as was to be expect­
ed. In case (i) if k > 0, then Y(u,u)=Yabuaub > 0, while if 
k <0, then Y(u,u) will be indefinite. Furthermore if we se­
lect k < 0 in case (i), then we can obtain solutions to the 
source-free generalized Einstein Maxwell field equations 
which are such thatZO Y ab = O. 

In case (ii) Y(u,u) will be indefinite (in general) no 
matter what our choice of sign for k, although I suspect that 
if k > 0, then the chances of Y(u,u) being positive for observ­
ers located at large values of x are pretty good. 

The above observations, along with the result presented 
in Refs. 6 and 7, lead me to believe that k must be chosen to 
be positive if the generalized Einstein-Maxwell field theory 
is to be regarded as a viable alternative to the Einstein-Max­
well field theory. 
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101 t will be assumed that C is nonzero, except, perhaps on a set of measure 
zero. 

II For the definition of the "spin coefficients" appearing on the left-hand side 
of Eqs. (2.4)--(2.7), see Ref. I. 

Illf K = 0, then it can be shown that la is an eigenvector of the Ricci tensor. 
"The Ricci and Bianchi identities which we shall require can be found on 
pages 350-1 of Ref. 2. 

l'ln carrying out the omitted details you should note that since the Weyl 
tensor is trace-free Cabcdl umhl ciiid = o. 

I'D. W. Trim, "Neutrino and Electromagnetic Fields in Curved Space­
Time," Ph. D. thesis (unpublished), University of Waterloo, page 118 
(1972). Such solutions can also be obtained using the results in D. W. Trim 
and J. Wainwright, J. Math. Phys. 15, 535 (\974). 

16W. Kundt, Z. Phys. 163,77 (1961). 
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17M. Gurses and M. Halil have also produced solutions to the source-free 
generalized Einstein-Maxwell field equations of this form, cr., Phys. Lett. 
A 68,182 (1978). 

"Since R#cO (yet) Eq. (3.6) must be modified by the addition of 
R (gudgbc - gugbd )/3 to the right-hand side. 

190ne can prove thatp = 0 using the Bianchi identities. 
20When k < 0 in case (i) then the general solution for C to .'Tuh = 0 is easily 

found to be 
C(z,u) = B exp[l I exp(i¢)zl. 

where Band ¢ are arbitrary complex and real valued functions of u resp., 
and k = 1-', IER'. Each of these choices ofC can be combined with solutions 
to Eqs. (4.10) and (4.12) to produce a solution to the source-free generalized 
Einstein-Maxwell field equations with .'Tub = O. 
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For finite quantum systems the classical limit of the general dissipative generator of a semigroup of 
completely positive maps is obtained, yielding a generalized Fokker-Planck generator. 

1. INTRODUCTION 

The connection between quantum-mechanical dynami­
cal semi groups and Markov semigroups has been studied in 
a number of papers (see, e.g., Refs. 1-4). 

A new aspect of the connection was studied in Ref. 5 by 
taking the classical limit (Ii-O) of evolution of the type 

T,,(t) = exp[(Ii-IZ + K)t] 

acting on a Banach space of states on the bounded operators 
of L 2(R ). The operator Z is the generator of the free auto­
morphic evolution and K is a bounded operator describing a 
perturbation due to the influence of some kind of reservoir. 
By the particular choice of K, independent of Ii, a Markov 
semigroup on phase space, the dissipative part of its gener­
ator is given essentially by a convolution operator. 

We consider here the classical limit of a general dissipa­
tive operator using the point of view of Hepp.6 For quantum 
systems with a finite number of degrees offreedom we study 
the classical limit of the expectation values in coherent states 
of the quantum generator acting on arbitrary bounded quan­
tum observables. 

In Sec. 2 we treat a simple model in which the classical 
limit of the generator is given by the well known Fokker­
Planck differential operator acting on the classical phase 
space functions. For classical limit considerations this model 
suggests also the introduction of an explicit Ii dependence in 
the dissipative part of the quantum generator, which can be 
considered as the quantum effect of the reservoir. 

Section 3 is devoted to the classical limit of the general 
dissipative quantum generator. In the limit a generalized 
Fokker-Planck generator is obtained in the sense that it con­
tains terms with a single Poisson bracket and other terms 
with a double Poisson bracket. 

2. MODEL 

Consider the Hilbert space H = 'y2(R ) and the self­
adjoint extensions Q and P of the operators denoted by the 
same symbol 

(Q¢)(x) = x¢(x), 

(P¢)(x) = - i..!!...-¢(x), 
dx 

t/JEH. 

a)On leave of absence from the University of Malta. 

For any a = (a h a2)ER 2 consider the Weyl operators 

W(a) = exp[i(alQ + a 2P)] 

satisfying the Weyl relations 

W(a)W(f3) = W(a + t])exp[ - io"(a,t])], a,/JER 2, 

where 0' is the symplectic form: 

O'(a,fi) = !(aJ32 - a~l)' 

Note that this is the ordinary set up of quantum mechanics 
but Ii-independent. 

Now we introduce a model for irreversible time evolu­
tion on the CCR algebra generated by the Weyl operators: 
for t;:;.O we define 

W( ) - W( G') exp[ - 4o"(Ja,a)] 
7, a - e a , 

exp[ - !o"(JeG'a,eG'a)] 

where 

G= (
-11 
- 1 

1 ), 11 > 0, 
-11 

J = [0 1] 
- 1 O' 

(1) 

It is easily checked that (7,),;>0 is a semigroup of completely 
positive maps.7.S The infinitesimal generator of this semi­
group in the sense of Ref. 9 is given by 

i[H,.] + L (v), 

where 

L (v)x = v*xv - !(v*vx + xv*v), XEd, (2) 

as should be expected from Refs. 10 and 11. 

This type of evolution (1) can be obtained by coupling 
the system weakly to a reservoir of harmonic oscillators at 
zero temperature. I

2.1J Now we are interested in the classical 
limit of the evolution given in (1), by introducing explicitly Ii. 
As one expects, the classical evolution equation should be 
obtained in the limit Ii--+O in some sense. It is well known 
that the coherent states are the minimal uncertainty states 
for the basic observables Q and P of quantum mechanics. In 
Ref. 6 Hepp gave a rigorous proof that the classical limit 
(12-0) of the quantal observables under a conservative time 
evolution in these states gives their classical evolution. 
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Here we take the same point of view for a nonconserva­
tive time evolution. Consider now 

"W() W( Gt) exp [ - (o/211)(Ja,a)] 
7 t a = e a 

exp[ - (u/211)(JeGta,eGta)] 
(3) 

Note that, for all 11< I, (-rt.>t>o remains a semigroup of com­
pletely positive maps. We have the following proposition: 

Proposition 2.1: With the above notation 

s-lim W(11- '12Jf3 )*7~(W (11112a» W(11- '12Jf3) = fa,t(f3), 
,,-~O 

(4) 

where fa.t(f3) is the solution of the Fokker-Planck equation 

(5) 

where 13 = (q,p) with initial valuefa,o(f3) = exp[2iu(Jf3,a)]; 
[ " J stands for the Poisson bracket. 

Proof It is easily checked that the left-hand side of (4) is 
equal to 

s- lim W (eGt11112a )exp [2iu(Jf3,eGh)] 
"--.0 

X exp[ - !u(Ja,a)] 
exp[ - !o{J eG1a,eGta)] 

_ [2'~J.'r.J Gt)] exp[ - !u(Ja,a)] - exp lv\ /J,e a 
exp[ - !u(JeG1a,eGta)] 

=fa,I(f3), 

which satisfies (5). D 

Motivated by the result of Proposition 2.1 which gives 
the expected results, we use the same procedure in the next 
section to obtain the classical limit of dissipative generators 
of the type ~l- (v) as defined in (2). 

Furthermore, we remark that the explicit 11 dependence 
of the dissipative part of the generator of the semigroup (3) is 
given by 

L(v~ +L(vV, 

where 

VI = (,,/11)1I2Q + i(,,1l)II2P 
and 

v2 = i(,,/11 - 1J11)'I2P. 

This particular 11 dependence of the generator can be 
thought of as coming from the quantum effects of the 
reservoir. 
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(6) 

3. THE CLASSICAL LIMIT OF THE QUANTUM 
SEMIGROUP GENERATORS 

Consider the generator L (v) as in (2) with v a bounded 
operator on L 2(R ). The generalization to L 2(R n), systems 
with n degrees offreedom is straightforward. If v = A + iB, 
where A and B are self-adjoint, then for xEd: 

L (v)x = - ![A,[A,x]] - UB,[B,x]] 

+ VI B [A ,x] - A [B,x] + [A,x]B - [B,xJA J. (7) 

Let a,,:(q,p) -a,,(q,p) and b,,:(q,p) -b,,(q,p) be arbitrary, 
real-valued L I functions on the classical phase space R 2 

whose first and second derivatives are L I ; the corresponding 
Weyl quantized observables are given by 

A"(Q,P) = _1_ ( du ii,,(u)W(u), 
21T JR' 
1 1 -B,,(Q,P) = - du b,,(u)W(u), 

21T R' 

(8a) 

(8b) 

where ii" and 6" are the Fourier transforms of a" and b" and 
the integrals are Bochner integrals in the strong operator 
topology. Motivated by formula (6), we assume the follow­
ing 11 dependence for a" and b" : 

a" = _1_(an + 11<a J ,,), 11 It ' 

(9) 

1 E' '\ 
b" = ~bo + 11 bl IV' 

11v ' 

where fL, VER, E,E' > 0, and the L I norms of a l and b, are 
uniformly bounded in 11 on some compact neighborhood of 
zero. DenoteL,,(Q,P) = L (v,,(Q,P», where 
v,,(Q,P) = A" + iB". The dissipative time evolution ~ is 
then given by 

7~ = exp(t /1l)L,,(11112Q,fzII2P). 

Theorem 3.1: With the above notations, for all fL, VER 
SatisfyingfL + v<, v<!.fL<! the following limit: 

s- lim W(11- '12Jf3)* [(L"I11)(111I2Q,111I2P)W(11112a)] W (11- '12Jf3) ,,---0 
exists for alI a, f3ER 2 and is given by 

OIL + v,O[an(f3) [ bo(f3),exp[2iu(Jf3,a)] J 

- bo(f3)[ ao(f3),exp[2io{Jf3,a)] J] 

+ !o/l,1I2{ao(f3),!ao(f3),exp[2iu(Jf3,a)]}} 

+ !Ov, 112 { bo(f3 ),[ bo(f3 ),exp[2iu(Jf3,a)] J }, (10) 

where [", J is the Poisson bracket with respect to the variable 
13 = (q,p). 

Proof: Consider first a term of the type iB [A,x] (single 
commutator) in (7). Using (8) and (9), we can perform the 
following calculation: 

W (11- 112Jf3)* ;fz B,,(11112Q,11112P) 

X [A,,(fz Il2Q,11112P), W(11112a)] W(11-112Jf3) 
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x exp! i[llo-(u + a,v) + 2u(J/3,u + v + a)]) 

X W<Ii'I2(U + V + a». 

It is now clear that the limli_O exists if {l + v,,;;O. If 
{l + v < 0, then the limit is clearly zero; if {l + v = 0, then 
the limit is given by 

- (2~ r f dudv ao(u)bo(v)a(a,u) 

Xexp[2ia(J/3,u + v + a)] 

= - bo(f3) fdU ao(u)a(a,u)exp[2ia(J/3,u + a)] 
2TT 

= bo(f3) ! e2ia(JP.a) ,ao(f3) 1. 
2 

Now we consider the term - UA,[A,x)] (double commuta-
tor term) in (7). Using again (8) and (9), we calculate 

W (1i-1/2J/3 )*( - ~) 

X [A,l1i 1/2Q,1i1l2P), [A,l1i112Q,1i1l2P), W(1i1/2a)] ] W(Ii- 1/2J/3) 

2 (2~)2 f fdUdv [ao(u) + IiEal.,lu)] 1i(2/1 - I) " 

X [ao(v) + IiEal z(v)]sinllo-(a,v)sinlla(v + a,u) 
.TO 1!2 

X exp[2iu(J/3,u + v + a)] W<Ii'I2(U + v + a». 

The strong limit Ii-O of this expression exists if{l";;~. If 
{l < ~, the limit equals zero, and if {l = ~, the limit equals 

2( 2~ r f f dudv ao(u)ao(v)u(a,v)u(a + v,u) 

xexp[2iu(Jp,u + v + a)] 

= ~ (ao(f3), { ao(f3 ),exp[2iu(J/3,a)] 1 }. 
By treating the other terms similarly, we get the result (10). 

o 
Remark that the result of Theorem 3.1 is trivially general­
ized to arbitrary functions. 

Corollary 3.2: With the above notations, let/further­
more be an L I-classical observable, whose first and second 
derivative is L I, with F(Q,P) = (1I2TT)f R' daJ(a)W(a) 
the corresponding quantum observable; then under the same 
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conditions of the theorem: 

s-limW(Ii-'I2J/3) * 
f!~a 

X [(Lf! lli)(Ii'I2Q,Ii'l2p )F(1i1l2Q,1i1l2P)] W(Ii- '12J/3) 

= 0/1 + v.a [ao(f3){ bo(f3)J(f3») - bo(f3){ ao(f3)J(f3»)] 
+ !0,t.1/2 (ao(f3),{ao(f3)J(f3»)} 

+ ~Ov,1!2{ao(f3),{ao(f3)J(f3»)}. (II) 

o 
As a result of this, the quantal generator (7) of a semi­

group of completely positive unity preserving maps has as 
classical limit a differential operator containing terms with a 
single Poisson bracket as well as terms with a double Poisson 
bracket. This differential operator on the functions on classi­
cal phase space is a generalization of the Fokker-Planck dif­
ferential operator. 

The generator of the dissipative perturbation used in 
Ref. 14 to prove the KMS relation from a subvariational 
principle is a special case of (11) with {l + v = 0, {l < !, v < !. 
This means that it can be obtained as the classical limit of 
generators of the form (7), where a and b are independent of 
Ii. 

Finally, we mention that a related problem of finding 
differential equations, for extensive observables only, by 
thermodynamic limits of master equations, instead of by the 
classical limit, can be found in Ref. 15. 
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We discuss the question of error estimation in approximate calculations of scattering phase shifts. The 
Kato integral identity between the exact and approximate solutions is used as the starting point to 
determine an upper bound to the absolute value of the difference between the exact and approximate 
result. This bound involves the maximum value of the modulus of the exact wavefunction as a factor. For 
the potential scattering case it is shown that this maximum occurs in the asymptotic region, if the 
potential is monotonically decreasing (with decreasing r). For more general potentials simple calculable 
bounds to the maximum of the wavefunction are derived, for energies which are everywhere higher than 
the potential. The results are illustrated for scattering by an (attractive) exponential potential and are 
compared to bounds obtained previously by Bardsley, Gerjuoy, and Sukumar, who have used the 
Lippman-Schwinger equation to determine bounds to the maximum modulus of the wavefunction. 

1. INTRODUCTION 

In any approximate calculation it is very important to 
be able to estimate the error, so that some unambiguous 
statement can be made about the accuracy of the approxi­
mate result. For approximate scattering calculations Kato, I 
Bardsley, Gerjuoy, and Sukumar,' and Darewych and 
Pooran l have given expressions for the error in the approxi­
mate phase shift. These expressions can be applied with ease 
in the case of potential scattering problems and yield very 
good results. However, the primary interest in them lies in 
their possible applicability to scattering by compound 
targets. 

All three methods mentioned above generalize formally 
to the case of scattering by many-body targets in a straight­
forward way. The difficulty is that their rigorous application 
to even the simplest targets, such as hydrogen atoms, be­
comes computationally intractable. To our knowledge, no 
such rigorous calculation has yet been made, though Shima­
mura's4 application of Kato's method to elastic s-wave scat­
tering of electrons by atomic hydrogen comes closest to the 
mark. Thus it is important to determine computationally 
simpler error bounds. 

For clarity of discussion, let us consider the I-wave scat­
tering by a short range central potential V (r). Weare thus 
seeking a solution of the equation 

Lu(r) = 0, 

where 

L = ~ + k ,_ I (I + 1) 
dr r 

subject to the condition that 

u(r= 0) = 0 

and having the asymptotic form 

2m VCr) 
fL2 ' 

u(r-oo) = A (77)sin(kr -/ ~ + 77), 
2 

(1) 

(2) 

(3) 

(4) 

where A (77) is an arbitrary normalization factor, most com­
monly chosen to be sec 77 or 1. 

Variational approximations to the exact phase shift 77 
are based on the stationary principle introduced first by 
Hulthen,' which can be written in the form 

I[ud =kA(77)B(77T)sin(77T-77)+I[u T-u], (5) 

where 

I [u T] = LX) uTLu~r, (6) 

and U T is an approximation to u, satisfying the same bound­
ary conditions (3) and (4) as u, except that the unknown, 
exact 77 is replaced by a trial value 771' The normalization 
factor B (77) need not be the same as A (77). [H ulthen used the 
normalization A = B = 1 in his original work. Kohn6 popu­
larized the form A = B = sec77, while Kato l introduced the 
one-parameter form A (77) = ± (1 + A 2)1/2where 
A = cot( 77 - e), e being an adjustable constant. Equation 
(5), with this last form of asymptotic normalization, has 
come to be called the Kato identity.] Clearly (5) can be used 
to get an approximation to 77, in terms of U T and all the 
adjustable parameters in it, up to the "second order" (in 
U T - u) error term I [u T - u]. Kato' and Darewych and 
Pooran l have given calculable expressions for upper bounds 
to the absolute value of this second order error. 

Bardsley, Gerjuoy, and Sukumar2 base their error 
bounds on the non stationary version of the Kato identity 
(5), viz 

kA (77)B(77T)sin(77T-77) = I [u,u T - u], (7) 

where 

I[u,uT-U] = L'" uL(uT-u)dr= LX)uLu~r. (8) 

It is evident that I [u,u T - u] is first order in the "small" 
quantity uT - u. Hence (7) yields only a first order approxi­
mation to 77, namely 77T' if I is neglected. Clearly, 

II[u,uT-u]1 = 1i''''uLu~rl<lulmfoILuTldr, 
(9) 

where the subscript m refers to the maximum of the quantity 
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over the range O<r< 00. Equation (9) thus gives a first order 
estimate of the error, I rt - rt TI, if I U I m' or an upper bound to 
it, can be determined. 

If w(r) is an arbitrary weight function, then it follows 
from Schwartz's inequality that 

Xl = 1"0 ILuTldr = 1'''' Iw-lwLuTldr 

(10) 

for any weight function w(r). Bardsley, Gerjuoy, and Suku­
mar' have shown that 

lul m<(1-gmt l ifgm < 1, 

where 

g(r) = f" IG (r,r')V(r')ldr', 

(11) 

(12) 

G (r,r') being the appropriate Green's function. X ,/( 1 - g m) 
is in fact the first order error bound derived by Bardsley et 
al'. It is somewhat poorer than the bound X 1/(1 - gm) be­
cause of the inequality (10). Both of these error bounds are in 
turn poorer by an order in a "small quantity" than those 
introduced by Kato,l viz., 

(13) 

and Darewych and Pooran3
: 

ll[uT - u] I < If ImY j/(1 - gm), if gm < 1, (14) 

where 

f(r) = 1" G(r,r')LuT(r')dr'. 

In (13) A is a bound to a particular eigenvalue of an auxiliary 
eigenvalue problem. 

The complicating features, when any of these bounds 
are applied in practice, particularly for compound targets, 
are the evaluation of the various integrals [2" h Y,,J(r)] and 
the determination of the of the auxiliary quantities such as A 
and gm' Assuming that the evaluation of Y h Y, can be 
tackled by one method or other (see Ref. 3, 7), it is then 
necessary to devise tractable methods for determining the 
remaining factors that enter into the error bound expression. 

In the present paper we shall restrict our attention to 
the nonstationary approximation based on Eq. (7). In par­
ticular, we discuss an alternate method for deriving bounds 
on lul m to that given by Bardsley et aU [Eq.(11)], which 
involves the Green's function and thus becomes intractable, 
without introducing nonrigorous simplifications, when ap­
plied to scattering by a compound target. 

We emphasize that the identities (5) and (7) and the 
inequalities (9), (13), and (14) hold for any approximate so­
lution u T , not only for variationally derived ones. Thus (7), 
coupled with a tractable bound on lul m [Eq.(9)], could be 
used to determine bounds on the exact phase shifts, by using 
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non variational methods, such as the polarized orbital ap­
proximation in low energy electron-atom scattering. 

2. Bounds on the Amplitude of the 
Wavefunction 

Bardsley et aU have derived their expression for the 
bound to I u I m by using the Lippman-Schwinger equation 
for u. This bound, (11), is limited to incident energies and/or 
potentials such that the condition gm < 1 is satisfied. It also 
has the undesirable feature of involving the Green's func­
tion, which, for compound targets, has a very complex struc­
ture involving a sum over all the states of the target. Thus it is 
important to investigate other avenues of approach that may 
circumvent this difficulty. 

Let us approximate the effective potential 

U(r)= 2m V(r) + /(/+ 1) 
fz2 r2 

(15) 

by the function 

U(r)=U(rn I) forrn_l<r<rn, (16) 

where 0 = ro < rl < r2 < ... < rN = R ,areasetof Npointsand 
R is taken to be large enough so that U (R ) is negligible. With 
this potential, the solution is 

ii(r)=A n_ Isin(kn_lr+rtn_I)' rn_l<r<rn, (17) 

where 

k ~ _ 1 = k' - U (rn _ I)' (18) 

Continuity of ii(r) and its derivative at r n yields 

(19) 

and 

kn ) -- tan(kn _ Irn + rtn _ I) = tan(knrn + rt,)' (20 
k n _ 1 

We see immediately that A ;, _ 1 < A ~ whenever k ;, < k ;, _ I' 
i.e., whenever U (r n) > U (r n _ I) and vice versa. 

Since ii(r) approaches u(r) arbitrarily closely as N- 00, 

we conclude that the amplitude of the solution decreases 
with decreasing r whenever the potential decreases with de­
creasing r and vice versa. In particular for any monotonical­
ly decreasing (with decreasing r) potential (usually this 
would mean 1= 0), the amplitude takes on its maximum 
value in the asymptotic region, r)R. 

If the potential increases from the asymptotic value, 
zero, as r decreases up to a maximum value U (r m ) < k " and 
decreases thereafter, then the amplitude takes on its maxi­
mum value at r m' We can obtain an upper bound to this 
maximum value if we note that (19) implies 

(21) 

Now for r>rm where k ~>k;, _ l' qn <Qn = k ~/k;, _ I' i.e., 
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A~-i«'fIl QN_j)A~= k2 A1 
J = 0 k 2 - U (r;) . 

Thus the maximum amplitude squared, which occurs at r m , 

is smaller than k 2/[k 2 - U(r m)] times the amplitude in the 
asymptotic region, i.e., 

(22) 

provided U (r m) < k 2. Extending this argumentation to any 
short range potential that has relative maxima at R1,R],R, ... · 
and relative minima at R 2, R., R 6, .. • (R" + 1 <R,,), we obtain 

k'-U(R 2,,) A' 

k' - U (R 2n + I) 
(23) 

provided k ' > U (r). 

We have tested the inequality (23) on a number of (nu­
merically obtained) solutions corresponding to various po­
tentials. The right-hand side of Eq. (23) does not overesti­
mate I u(r) I m much, except ifk 2 is c10se to U (r2i + I)' Some of 
these results are given in Table I. The inequality (22) can 
now be combined with!/'" [Eq. (10)] to give a first order 
error bound on the approximate phase shift for any potential 
of the form indicated, at any energy k 2 > U. 

It has the advantage over the result (11) of Bardsley et 
al'. that no computation of the auxiliary value gm , is neces­
sary, and there is no restriction, gm < 1, on the strength of 
the potential. 

3. APPLICATION TO SCATTERING BY AN 
EXPONENTIAL POTENTIAL 

We consider the example of s-wave scattering by an ex­
pontential potential V(r) = - 2e - 2r (units: m = Ii = 1), 
using the trial function 

u T(r) = sinkr + tall17T coskr (1 - e - a, 
N 

+ I a,ie -pr, 

i= 1 

(24) 

TABLE I. Comparison of actual (numerically obtained) maxima of I u(r) I 
with the upper bounds (22) in a.u. 

u= re O.5r 

k=2 
k = 1.5 
k=1 

u = - sin(1Tr/2), r<4 
= 0, r>4 

k=2 
k = 1.5 
k = 1.1 

0.275 0.308 
0.543 0.669 
2.673 6.023 

0.247 
0.626 
1.85 

0.329 
0.933 
10.6 
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TABLE II. First order bounds on the s-wave phase shift for scattering by 
the potential V = - 2e 2'(a.u.), N: number of short range functions in u 1 

Eq. (24). 

k = 0.02 k = 0.5 

'7( exact) 0.014740314 0.25537311 

N=2 

y 0.43 0.62 
a 1.66 1.93 

P 2.2 2.15 
711 0.0147497 0.255365 
'71 ±sin-I(.f,/k) 0.0172117 0.262527 

0.0122878 0.249337 
'71 ± sin-I(Ylik (1 - g",) 0.0196688 0.264417 

0.0098308 0.247403 

1\' = 6 (nonlinear parameters optimized only very approximately) 

y 
a 

P 
'71 
'71 ±sin I(y ,Ik) 

0.75 
1.5 
2.4 
0.255 372 73 
0.255903 
0.254842 
0.256366 
0.254379 

which is the same as that considered by Bardsley, Gerjuoy, 
and Sukumar2. 

The "optimal" values of the parameters 7}na,ai,p are 
determined by minimizing the weaker error bound a:!/, 2, 
with w(r) = err and y> O. Though the results could be im­
proved somewhat by using the stronger error bound (pro­
portional to .Y I), we shall use the weaker one as it involves 
the more common variance intergral. 1.2.7.8 Since the effective 
potential here is monontonically decreasing (with decreas­
ing r), the analysis of Sec. 2 implies that I u 1m = A (7}); hence 
it follows from Eq. (7), (9), amd (10) that 

k IB(7}r)sin(7}r-7})1,;:;!/'" (25) 

in contrast to 

k IA (7})B (7}r)sin(7}T - 7})1,;:;!/' ,,/(1 - gm)' (26) 

which, ifn = 2 andA (7}) = B (7}) = sec7}, corresponds to the 
bound derived by Bardsley, Gerjuoy, and Sukumar. 2 

Table II is a list of the present results obtained by using 
the inequality (25) (with B = 1) together with the corre­
sponding results derived by the method of Bardsley et al. 2 

[Eq. (26) with A = B = sec7}]. Note that the numbers quoted 
by Bardsley et al. 2 in their paper contain errors; hence we 
give here the values obtained by Darewych and Pooran. J The 
present results are basically an improvement by the factor 
1/(1 - gm), which is about 2 for the present example. Clear­
ly this will be much more significant for stronger potentials, 
where g m approaches 1. Of course, if g m > 1, then (26) does 
not even give a bound, whereas the present formalism (25) 
suffers from no such resrictions. 

CONCLUDING REMARKS 

We have derived a calculable upper bound to the abso-
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lute value of the partial wavefunction for the case of poten­
tial scattering at incident energies higher than the effective 
potential. This can be used to derive simple upper bounds to 
the absolute value of the difference between the (unknown) 
exact and an approximate (trial) phase shift. The present 
results are an improvement on those derived previously by 
Bardsley, Gerjuoy, and Sukumar,' and have the advantage 
that they do not require the calculation of any auxiliary 
quantities [thegm , Eq. (12);Ym in Bardsley's notation], and 
place no restrictions on the strength of the potential. 

The generalization of the present results to the case of 
scattering by compound targets (which is the ultimate aim of 
such investigations as the present) is by no means obvious 
and requires further study. 

Lastly we should point out that for the present illustra­
tive examples we have used particular forms of asympotic 
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normalization [i.e., the factors A (17) andB (17T) were chosen 
to be either 1 or sec17]. Though the choice of the asymptotic 
normalization is immaterial if an exact computation is done, 
this is not the case for approximate calculation for which the 
results can vary with the choice of A and B even if all else is 
held the same. The question of an optimal choice of asymp­
totic normalization in the case of approximate calculations 
also needs further investigation. 
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On the static Einstein-Maxwell field equations 
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The static Einstein-Maxwell field equations are investigated in the presence of both electric and 
magnetic fields. The sources or bodies are assumed to be of finite size and to not affect the connectivity of 
the associated space. Furthermore, electromagnetic and metric fields are assumed to have reasonable 
differentiabilities. It is then proved that the electric and magnetic field vectors are constant multiples of 
one another. Moreover, the static Einstein-Maxwell equations reduce to the static magnetovac case. If, 
furthermore, the variational derivation of the Einstein-Maxwell equations is assumed, then both the total 
electric and magnetic charge of each body must vanish. As a physical consequence it is pointed out that if 
a suspended magnet be electrically charged then it must experience a purely general relativistic torque. 

1. INTRODUCTION 

The static Einstein-Maxwell field equations have been 
investigated by many authors.l Most of these papers, howev­
er, deal with either the static electrovac case or else with the 
static magnetovac case. Since the second case can always be 
transformed' into the first (the converse is not true), most of 
these investigations are on the static electrovac universes. 

In this paper we consider the static Einstein-Maxwell 
equations when both electric and magnetic fields are present. 
We can treat the equations either in terms offield intensities 
or in terms of potentials (the second choice is a must if we 
assume a variational derivation of the original field equa­
tions). The two approaches are not completely equivalent. 
For example, in the first formulation magnetic monopoles 
can exist, J but such monopoles are not possible for a formula­
tion in terms of potentials (unless the monopole is associated 
with a wire singularity). In this paper the first approach is 
pursued, supplemented by conclusions from the second ap­
proach. In a static situation the modified magnetic vector 

B a = !(C'(3Y / y' - Y )F(3y is easier to use4 than the magnet­
ic field tensor Fa(3' If we assume that the modified magnetic 
field B a and electric field Fa4 have continuous first partial 
derivatives in a simply connected domain of an associated 
space, then by six of the static Maxwell equations it follows' 
that two single-valued potentials A, B must exist (unique up 
to additive constants) such thatFa4 = A,aandBa = B,a. The 
question of multiply connected domains (caused, for exam­
ple, by a toroidal singularity) and consequently multiple­
valued potentials A and B will not be discussed here. The 
remaining Maxwell equations reduce to two "potential 
equations" each for A and B. Einstein's equation (4' 'iff a 4 = 0 
implies that "the Poynting vector is zero" so that "the elec­
tric and magnetic fields are collinear." This conclusion im­
plies that A and B are functionally related, and, comparing 
two potential equations, it is proved that this functional rela­
tionship is a linear one, Working out the invariant compo­
nents of the Maxwell tensor in space-time, it is found that 
F(4a) = cF((3y) (a,{J,Y=I=) or in other words "the electric and 
magnetic fields are constant multiples of each other." The 
remaining static Einstein-Maxwell equations reduce to a 
purely magnetovac case, 

Ifwe make the further assumption that the original Ein­
stein-Maxwell equations are variationally derived, then 
Fob - Aa,h - Ab.aA4 A. This condition implies by Stokes' 
theorem that both the total normal electric and magnetic 
fluxes across any exterior closed surface enclosing a body or 
source must vanish. Therefore, both the total electric and 
magnetic charges of each of the sources which generates stat­
ic electric, magnetic, and gravitational fields (none of them 
being trivial), according to variationally derived Einstein­
Maxwell equations, must vanish. Consequently, the sources 
like electric and magnetic dipoles are allowed. 

These conclusions give rise to various experimental 
possibilities. For example, if a suspended magnet be electri­
cally charged, it must experience a gravitational torque. The 
magnitude of this effect is not computed yet. Although it 
should be quite small, this effect may not be outside the scope 
of experimental verification. 

2. NOTATIONS AND PRELIMINARIES 

The metric form of the semi-Riemannian space-time 
manifold M4 is denoted by 

cP Yabdxodxb, 

where the Latin indices take 1,2,3,4 and the summation con­
vention is followed. The signature of M4 is assumed to be 
- 2. Physical units are so chosen that c = G = 1. Denoting 

the electromagnetic field tensor by Fab (= - F ba ), the Ein­
stein-Maxwell field equations can be written as the 
following6

: 

M a = «'Fab - 0 - Ilb-' 

Mabe Flab IIe1 = 0, 
cP =(4'G + KI _ (4'F kF 
(2 ab - ab ( a bk 

+ ly (4'F kIF J - 0 4: ab kl - • 

(2,la) 

(2.1 b) 

(2.1c) 

Here the double stroke indicates a covariant derivative, the 
square bracket denotes cyclic permutation, (4'Gab is the Ein-
stein tensor, ("Fob yCyhdFed, and K = 81T, 
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If, furthermore, the variational derivation of (2. 1 a)­
(2.lc) is postulated, then we must have 

(2.2) 

where the comma denotes a partial derivative and Aa is the 
4-potential. 

A static M4 admits a timelike Killing motion as well as a 
discrete isometry of time reflection. In the coordinates 
adapted to the motion, the metric form can be written as 

(/J = Yabdxadxh = - e - ,v(x)gap(x)dxa dxf3 + e,v(x)(dx4)', 

(2.3) 

where the Greek indices take the values 1,2,3, 
(x) (xl,x',x'), and the metricgaJx) defines an associated 
(positive definite) Riemannian space M,. It is further as­
sumed' that the electromagnetic field tensor is invariant un­
der the Killing motion, that is, 

Fab.4 = o. (2.4) 

Subsequently, the Greek indices will be lowered and raised 
by gaP and gaP respectively. The single stroke will indicate a 
covariant derivative in M,. In a regular domain D in M, 
where the static Einstein-Maxwell equations hold, the differ­
entiability assumptions are (i) gaP (X)E C '(D), (ii) w(x) 
E C '(D), and (iii) Fab (x) E C '(D). 

3. REDUCTION OF MAXWELL's EQUATIONS 

In the static case the usual solution of the equation 
Ma{3y = 0 in (2.lb) is taken to be 

(3.1) 

It may be emphasized here that this solution strictly holds 
only in case Fup(x) has continuous first partial derivatives 
(this condition is implied by our assumption) and the do­
main of consideration is deformable to a point' (that is, the 
domain cannot enclose sources!). On the other hand, if we 
assume the variational derivation of(2.la), (2.lb), (2.lc), 
then (3.1) holds identically by (2.2). 

After explaining the status of (3.1), we shall proceed to 
make an invertible linear transformation on the three inde­
pendent components of Fap by the equations4 

B u = ~ew1]aPYF{3y. (3.2) 

Here 1]a{3y = c"{3y / V; is the antisymmetric Levi-Civita 
tensor. It should be noted that B a(x) in (3.2) is a contravar­
iant vector field in M J• 

IfEq. (3.1) is accepted, then (3.2) implies by application 
of Stokes' theorem the following integral condition: 

f e - 'VB an d s = If l1
u {3YF n d s = 0 a' 2 ., Py-u' . 

S2 S2 
(3.3) 

Here the surface S, is assumed to be piecewise smooth, sim­
ply connected, orientable, closed, compact and na is the unit 
outer normal. The surface S, lies wholly in vacuum, al­
though it might enclose one or more sources or bodies. (A 
body is a region where at least one of the field equations does 
not hold.) The surface integral in (3.3) is the total normal 
magnetic flux I across a closed surface, and the vanishing ofit 
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implies the absence of the total magnetic charge of the finite 
bodies it encloses. Since the choice of exterior closed surface 
S, is arbitrary, the total charge on each finite body must 
separately vanish. However, for a finite body with at least 
one semi-infinite tail (or wire or string singularity), the en­
closing surface is perforated and the integral condition (3.3) 
need not hold. Therefore, Dirac-type magnetic monopoles9 

(with wire singularities) are permissible within the frame­
work of Einstein-Maxwell equations even if these are varia­
tionally derived. 

The vacuum equations M a = 0, M apy = 0 in (2.1a), 
(2.1 b) imply respectively that 

(3.4) 

(3.5) 

Equation (3.5) can be interpreted as the magnetic potential 
equation. In case the twice differentiable potential B exists 
inside each body the expression (e - W B la)la can be interpret­
ed as the magnetic-charge density. If this magnetic charge 
density vanishes everywhere (and B attains "zero boundary 
values"), then, by Hopfs theorem 10 on elliptic partial differ­
ential equation and Eq. (3.2), there can be no magnetic field 
anywhere. 

The field equations M a{3 4 = 0 in (2.1 b) for the static 
case yield 

F4a,p - F4p,a = O. 

If the above equations hold in a simply connected domain of 
M, and F4a have continuous partial derivatives, then5 

(3.6) 

whereA (x) can be identified with the electrostatic potential. 
If we assume the domain to be multiply connected (as in the 
case of a domain enclosing a ring singularity), the function 
A (x) would be multiple valued. We exclude such cases in this 
paper. If the Einstein-Maxwell equations are variationally 
derived, Eq. (3.6) holds identically by (2.2). 

The equation M 4 = 0 in (2.la) yields (e - W A la)lu = O. 
So under the assumptions stated previously the static Max­
well equations reduce to 

(e - 'VA la)la = 0, 

(e - wB la)la = O. 

(3.7a) 

(3.7b) 

If, furthermore, the variational derivation of the original 
equations is assumed, then a necessary integral condition 
from (3.3) is 

1: e-wB U nad,s = O. Js, (3.7c) 

4. REDUCTION OF EINSTEIN'S EQUATIONS 

The equations (4)W
U

• = Oin (2.1c) yield (4)F U PFp4 = 0, 
or by (3.1), (3.5), (3.6) we have 

l1
UPy A·R = 0 "/ ,{:r'.y , (4.1) 

The above equation can be recognized as "the Poynting-vec­
tor of the electromagnetic fieldis zero." Four cases arise out 
of (4.1): case (i) A.p - 0, B,y _ 0; case (ii) A.p~O, B,y - 0; 

A. Das 741 



                                                                                                                                    

case (iii)A,p 0, B,r~O; case (iv)A,p~O, B,r~O. Case (i) is 
that of pure gravity, (ii) is the static electrovac case, (iii) is the 
static magnetovac case (which can be transformed' into the 
e1ectrovac case). We shall ignore these cases here and con­
centrate on case (iv), for which (4.1) yields 

B,r = A (x)A, l' ' (4.2) 

where A(X)~O, A(X) E C'(D) and is otherwise an arbitrary 
function. Equation (4.2) means that "the electric and mag­
netic fields are collinear." Moreover, this equation (4.2) 
holds iff' 

B = .'if(A (x», (4.3a) 

B' d.'if (A (x» = A (x). 
dA 

(4.3b) 

Substituting (4.3a), (4.3b) into (3. 7b) and remembering 
(3.7a) together with e ~ '"AI~ 10' > 0, we have 

B" =0, 

B' = c- I = A (x), 

cB (x) = A (x) + d, 

(4.4a) 

(4.4b) 

(4.4c) 

where c( *0) and d are arbitrary constants. The last equation 
(4.4c) implies a physically significant result. To derive this, 
we adopt the following positively oriented tetrad A(a)b [con­
sistent with the metric (2.2)]: 

1 b _ e ~ ,"/2 s;: f> 
/\-(4) - u" 1 p ,"i2A p 1 , - 0 

/\-(a) = e (a), /\-(a) - , 

A PA l' - ,./31' 
(a) (a) -0 , 

(4.5) 

The corresponding invariant (or nonholonomic) compo­
nents of the electromagnetic field tensor become [using (3.1), 
(3.6), (4.4), (4.5)] 

F(4a) = Fa0(4)aA(a)b = F4pti(a/ = cB,ptica/ cB,(a)' (4.6a) 

F(}lv) = Fa0(}l)aA(v/ = V;EuP)A(}l)a Acv/B 11' 

(4,6b) 

Equations (4.6a), (4.6b) can be interpreted in terms of the 
measurable components of the electric and magnetic fields I as 
E(a) = cH(al or "the electric and magnetic fields are constant 
multiples of one another." If we demand that original equa­
tions are variationally derived, then Eg. (4.4c) has another 
consequence. The integral condition (3.7c) yields by (4.4c) 
another integral condition: 

~ e~UJA lan,fl,s=O, (4.7) Js, 
or "the total electric charge on each finite body must vanish." 

After this short digression let us go back to Einstein's 
equations (2.lc) again. We define the algebraically equiv-
alent system ~ af> I&' ab - ~rab (4)1&'\ = 0. The remaining 
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Einstein's equations are equivalent to 

(0 ~2," (0 -R +1 
(Q ap - e g"p(? 44 - up '2UJ ,cfJJ,p 

(4.8a) 

- 2e" 2{"§'44 = Li,UJ - Ke {"(LilA + LiIB) = 0, (4.8b) 

where Li,UJ (UJla)la' LilA gap A,~,p, etc. In the above 
equations contributions from the electric and magnetic 
fields are completely decoupled. 

From Eq. (4.8b) it can be concluded that UJ is subhar­
monic. By Hopfs theorem 10 the regularity of UJ throughout 
M3 and attainment of zero boundary values implies that UJ is 
a constant which in turn by other field equations imply that 
the space~timeM, is flat andFab = 0. Using (4.4c) and mak­
ing a transformation' 

B = V c' + I B, (4.9) 

Eqs. (4.8a), (4.8b), and (3.7b) become 
/'0. /'0. 

RaP + ~UJ,aUJ,p - Ke .. (')B.{)1,fJ = 0, 
/'0. 

Li,UJ - Ke ~ "'tJ, IB = 0, (4.10) 

Li,B - w.)j:" = 0. 

The above can be recognized as the static magnetovac 
equations. 

Thus we have proved the following propositon: 

Proposition I: Let D be a bounded, simply connected 
domain M 3, the associated space of the static universe (2.2). 
Suppose the boundary of D consists of a finite number of 
piecewise smooth, orientable, simply connected, closed, 
compact surfaces. Let the static electromagnetic field tensor 
(Fab.4 = 0) beong to the class C I(D), w E C '(D) and 
gap E O(D). Let (FI')' + (F24 )' + (F3,)' ~O, 
(FI,)' + (FlO)' + (F'I)'~O and suppose Einstein~Maxwell 
equations (2.la), (2.lb), (2.lc) hold in D. The in D (i) there 
exist functions A (x), B (x) (unique up to additive constan ts) 
such that F4a = A.a , F"p = e ~ "'1Jap)'B I)'; (ii) the space~time 
invariant components are related by cF(pv) = F(4a) (p,v,(}'=F), 
and c(*O) is otherwise an arbitrary constant; (iii) the static 
Einstein~Maxwell equations reduce to the static magneto­
vac case. If, furthermore, the original Einstein-Maxwell 
equations (2.la), (2.1 b), (2.lc) are variationally derived, 
then over any regular exterior surface S, wholly lying in D, 
the integrals 

~ e - ("A lat/ad,s = ~ e- wB lat/ad,s = 0. 
Js, Js. 
The physical consequences ofthe above proposition can 

now be pursued. If, for example, a suspended bar magnet is 
charged with electricity, then its electric and magnetic fields 
will not be a constant multiple of one another. In fact, the 
Poynting vector field will be generated in coaxial circles, the 
axis being the magnet itself. This would cause a purely gener­
al relativistic torque to act on the magnet. The magnitude of 
this effect would be very small, and design would need obvi-
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ous modification due to the earth's magnetism. Neverthe­
less, this effect may not be completely outside the scope of 
experimentalists today. 
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A space-time homogeneous model is one in which the metric and the connection are invariant under a four­
dimensional transitive Lie group. The Einstein-Cartan theory describes the effect of spin on geometry. 
The field equations require a stress-energy tensor and a spin tensor for a perfect fluid, and we give the 
required forms here. The main part of this paper is a presentation of several classes of space-time 
homogeneous solutions of the Einstein-Cartan equations for perfect fluid cosmological models. 

I. INTRODUCTION 

Several papers have been written on spatially homogen­
eous cosmological models in the Einstein-Cartan theory, I.2 

which incorporates the effect of spin on geometry. Here we 
treat the class of space-time homogeneous models, since 
they are important as explicit exact solutions in this theory. 
This article derives two important classes of space-time ho­
mogeneous models with torsion, which we call the "fluid 
compatible" models and the "observer-stationary" models. 
We also include a discussion of the proper constitutive equa­
tions to be used in Einstein-Cartan cosmology. The models 
cannot represent the observed cosmic expansion. Nonethe­
less certain space-time homogeneous models, in particular 
the Godel mode1,J are quite useful physically in general rela­
tivity. They provide arenas for the investigation of rotation, 
Mach's principle, the breakdown of causality, and other glo­
bal cosmological properties. 

The Einstein-Cartan theory uses the metric of space-
time 

ds2 = gIIlPxl'dx". 

By space-time homogeneous4 we mean that our models are 
each invariant under a four-dimensional transitive group of 
isometries. The metric can be expressed in an orthonormal 
basis of invariant forms (for convenience we use greek indi­
ces to denote components in this basis, also): 

ds2 = 17
l
ll{JJIIW ", (17

1
".) = diag( - I, I, I, I), (1) 

dui' = ~CI'alpf' 1\(,j3, (2) 

where the C I' a/3 are the structure constants of the group alge­
bra. They obey the following algebraic properties: 

CP a/3= -CI'/3a, 

C U (l/3CI' yu+ CrT /3yC"aa+ CO-yaC " /3a=O. 

This last equation is the Jacobi identities. 

(3) 

(4) 

Cartan's modification of Einstein's equations allows a 

"'Supported in part by International Scientific Exchange program grants. 
National Science Foundation OIP75-09783 AOI and Consejo Nacional de 
Ciencia y Tecnologia No. 955. 

nonzero torsion tensor, which in the! wi'] basis has compo­
nents P'a/3 which obey 

TP"/3= - T II/3'" 

The connection coefficients TI'a/3 are uniquely determined 
by the first Cartan equationS 

dwl' = - Tl'o-cflla I\w" + ~TP aeW
a I\wf3 

and the requirement that the metric tensor be covariant 
constant. 

The torsion is generated by the spin density of matter in 
the Einstein-Cartan theory. The field equation is algebraic, 
and consequently the torsion vanishes outside of matter. In 
our models we will be assuming that the matter has the form 
of a perfect fluid, invariant, as is the torsion, under the group 
of isometries. Therefore, the torsion tensor components and 
the matter variables are constant in the! w1l] basis. 

The Einstein-Cartan field equations also include the 
equation 

Rp,,- ~Rgp,,= T;,,,, 
where R"v is the Ricci tensor, not necessarily symmetric. 
These equations also are algebraic equations due to our as­
sumption of space-time homogeneity. 

Our paper is organized as follows: Section II is a discus­
sion of the field equations and the forms needed for the stress 
energy tensor and spin tensor of a fluid. Our forms are based 
on the work of Hojman6 on equations of motion of spinning 
particles and differ from the forms used by some others.7 
Section III contains two interesting simple models: One has 
a flat metric, the second has vanishing connection and there­
fore vanishing Riemann tensor. Section IV is a catalog of all 
fluid compatible models, where by fluid compatible we mean 
that the antisymmetric part of the Ricci tensor vanishes. 
This compatibility condition guarantees that the effect of 
torsion mimics that of a perfect fluid with energy density 
equal to pressure. Section V is a discussion of observer-sta­
tionary models, in which the Lie derivatives of metric and 
torsion with respect to the fluid velocity are zero. A sum­
mary and conclusion are given in Sec. VI. 

744 J. Math. Phys. 20(4). April 1979 0022-2488/79/040744-08$01.00 © 1979 American Institute of Physics 744 



                                                                                                                                    

II. FLUIDS WITH SPIN 

First of all, the stress-energy tensor of a perfect fluid 
without spin density in general relativity has a well-known 
form.8 We let p be the energy density and p be the pressure, 
assumed isotropic in the rest frame of the fluid. The fluid 4-
velocity is denoted u" and is normalized: u"u" = -1. The 
stress-energy tensor (as used in special or general relativity) 
for a spinless fluid is denoted T"v to avoid confusion with the 
stress-energy tensor used with fluids with spin, 

TI'-v=pu"u v +p(ul'-UV +g'-'J. 

This tensor is symmetric. 

When the fluid has spin density, the proper form to be 
used for the stress-energy tensor is not so obvious. At the 
outset we may postulate either that the spin is randomized or 
that it is aligned.' We choose to work with the latter case; 
thus each fluid element is viewed as having a spin which 
varies continuously from one fluid element to another. In 
addition to quantities defined above, we define ffl to be the 
density of linear momentum; the spin tensor will be defined 
below. One effect of spin is that ffl and u" need not be paral­
lel. Thus we have 

rr-"=pul'-+P', 

where 

p= -fflul'- so that I"ul'-=O. 

(5) 

(6) 

The W eysenhoff modepo for the stress-energy tensor pro­
vides a general format for this case and is needed in both 
special and general relativity. The stress-energy tensor, de­
noted by TI'-v, need not be symmetric; it has the form 

T"V = UI'-1T" +p(ul'-U V +g'-'J. (7) 

In this paper we exclude as unphysical models with negative 
p or P. We do not, however, exclude models withp>p. 

We call the spin flux tensor r'" PY' antisymmetric in its 
lower indices: r'" py= -r'" yp' In the Weysenhoffmodel and in 
our models the spin tnesor in the rest frame of the fluid is 
denoted by SPY' and the spin flux tensor has the form 

r'" py= uaSPY' with Spy= -Syp. 

The tensor Spy is itself restricted by the condition ll 

~Say=O 

(the original Weysenhoffmodel used the condition 
uasay = 0). 

(8) 

(9) 

In justifying Eqs. (8) and (9) we should remember that 
in a fluid with spin there are two preferred frames. The first, 
which we call the velocity-rest frame, is one in which u" has 
no spatial components. The second, which we call the mo­
mentum-rest frame, is one in which # has no spatial compo­
nents. (Clearly these frames coincide if II'- vanishes.) In the 
expression for TI'-v' the pressure (that is the stress part), is 
taken as isotropic in the velocity-rest frame. Equation (8) 
means the velocity-rest frame is a preferred frame for the 
spin flux tensor. This choice is based on the equation ofmo­
tion for spinning particles, which has been derived in various 
ways using both Lagrangian and non-Lagrangian tech-
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niques. 6
•
12 This equation may be compared to the integrabi­

lity equation of the Einstein-Cartan field theory which cor­
responds to the twice-contracted Bianchi identity used in 
general relativity, 

(R U -1RIF) = -R U TT +R UT TP (10) 
a '2 a ;u T O'U po CTT 

(the tensors in this equation will be defined below). The two 
equations of motion are the same if Eq. (8) holds. 

The choice of Eq. (9) is not so straightforward; indeed 
others have used the original Weysenhoff condition. 7 Our 
choice is strongly suggested by reference to the equations for 
the time development of the spin of a particle. 6

•
12 In this case 

a Lagrangian technique is used to give the apropriate equa­
tions, but these may be integrated only if some functional 
restriction among S(3Y'#'ul'- is assumed. The relation 
ul'-Sl'-a=O gives unphysical results, namely motion in a circle 
in the particle momentum-rest frame. The choice of Eq. (9) 
allows the equations of motion to be integrated without these 
strange motions, and we therefore adopt that restriction. 

We do not mean the above remarks to be a definitive 
discussion. In particular we are adopting forms for fluid ten­
sors based on the equations of motion for particles. The deri­
vation of fluid properties from the kinetics of particles de­
serves a fuller discussion, and a future paper will deal with 
this subject. 

The field equations in the Einstein-Cartan theory use 
connection coefficients r a (3y which are derived from the tor­
sion tensor T a (3y and from the condition that the metric g"v 
has vanishing covariant derivative. The Ricci tensor Rand "V 
Einstein tensor Ga(3 are derived from the Riemann tensor 

R" Yap' 

Ga(3 = R a(3 - !Rga(3 = R a au(3 - ! g'-'vR ul'-uvgaP' 

The Einstein tensor is not necessarily symmetric but its anti­
symmetric part appears in an integrability condition. The 
various forms for the field equations are based on this fact. 

One convenient form for the field equations 13 is 

(11) 

T a (3y=r'" (3y+8a [(3'Ta y]u= uaS(3y+8u [(3Sy]' with Sy=Sy~U, 

where the coupling constant is set equal to one. The second 
equation is the (algebraic) equation relating torsion and spin. 

In an invariant orthonormal basis, the metric is 

g"v= 11 I'-V as given in Eq. (1). The structure coefficients C" UT 
are constant because of space-time homogeneity. They are 
given by Eq. (2) and obey Eqs. (3). The Jacobi identities (4) 
which come from the requirement ddif=O are the integra­
bility conditions which allow if to be expressed in terms of 
coordinate functions and the associated coordinate basis of 
forms (we will derive some but not all the coordinate 
expressions). 

The connection coefficients are determined from the 
CI'-UT and the constant torsion components TI'-a(3' by use of 
the first Cartan equation. The expression for r U (3y is unique 
if the connection is metric compatible; here metric compati­
bility means 
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(12) 

where indices are lowered (and raised) using 1Jaf3' The con­
nection coefficients are 

Tllaf3= cTI' af3- IT1laf3, 

where 

(13) 

(14) 

IT"af3= 4(TI' af3- Tallf3- Tf31' a)' (15) 

This latter expression, in the case of a fluid torsion tensor, 
becomes 

IT I' af3= 4(uI'Saf3- u~1' f3- u~lla+i'1Jaf3-sa{jl' (3)' 
(16) 

In a space-time homogeneous model ul' and S af3 are constant 
tensors. 

The Riemann tensor components R Ilmf3 are given by 
the second Cartan equation, 

4R '''u(fiJa 1\ UJf3 = d (T ""diJ") + T I' aJ a,,(fiJa 1\ UJf3. 

The Ricci tensor is given by 

Raf3=R a aaf3= CR af3 + IR af3+A af3, (17) 

where, in the case of a fluid torsion tensor, we have 

(18) 

(19) 

(20) 

We have already made use of part of the Einstein-Car­
tan field equations, namely the algebraic relation between 
torsion and spin. The other field equation is G 1''' = TI'''' or in a 
somewhat more useful form, with the fluid stress-energy 
tensor, 

(21) 

Of course neither Rl'v nor Tl'v is necessarily symmetric. 
The antisymmetric part of the above field equation is actual­
ly an integrability condition. The curl of the first Cartan 

equation yields R I' [af3y] = TI' [af3;Y] + TI' ,,[aT" 131']' On con­
traction this equation gives the antisymmetric part of Rf3Y' 

We will treat the R [131' I equation as a field equation since it 
permits us to find!I" Notice that only Al'v has an antisymme­
tric part in the expression for Rl'v:R [af3] =A [af3]' Therefore, 
we have 

!I' = 2uf3R [1'13] 

746 J. Math. Phys .• Vol. 20. No.4. April 1979 

- C" a 1" ac + rsa f3C - - a"u SI' - 2U S I'ar U I'U f3ar 

(22) 

We also have the condition 

R [l'v](ul'ua +t5I' a)(Uv
Uf3 +D

v 
13) =0. (23) 

III. SIMPLE MODELS 

As an illustration of the above general formalism we 
here consider two simple cases, a model with a flat metric 
and one with zero connection forms. 

The flat metric case is where the structure constants all 
vanish, 

Cl'af3=O. (24) 

The metric may then be written 

dsz=1JI',dx l'dx'. (25) 

The Riemann curvature tensor derived from the Christoffel 
symbols vanishes, but because of torsion the connection co­
efficients need not be zero. Thus this model has a nonzero 
curvature. 

First, we notice that Rl'v is symmetric because Al'v van­
ishes. Therefore, we have!1' =0. In this case TI' af3=uI'Saf3 

with s,,= uf3Saf3=O. The Ricci tensor then becomes 

(26) 

Here we interpret the result as a "cosmological" model filled 
with a perfect fluid having symmetric stress-energy tensor 

T11V=(P +p)ul'u,,+pgl'v' 

The pressure p and density p are equal 

p = p = is a"s aT. (27) 

This model may be extended to a more general situation with 
flat metric but nonconstant torsion and perfect fluid 
content.]' 

A canonical form for this model is found by making use 
of the freedom to make (constant) Lorentz coordinate trans­
formations without altering the metric. We put ul' into the 
form ul'=(I,O,O,O) by such a transformation. In a similar 
fashion we can take the canonical form SI2 = -Sz] =S, rest of 
Sl'v=O. The density and pressure then have the value 

(28) 

Our other simple case is when the connection coeffi­
cients vanish (such a geometry is called a teleparalleIism ge­
ometry) but C a 131' and T a 131' need not vanish. In this model 
the Riemann tensor is zero and therefore p = p = 0, and also 
!I' =0. We accept, conventionally, that ul'=I=O and Sap=l=O, 

but now we have sa= uf3Saf3=O. We presume that TI' ap=l=O 

for the sake of developing a model. Again we can take a 
canonical form 

ul' = (1,0,0,0), 

(29) 
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However, this canonical form is in a basis of I-forms lif 1, 
not in a basis directly derived from coordinates. 

When rapy=o, we have 

capy=Tapy=uaspy. (30) 

It is easily verified that these structure constants do satisfy 
the Jacobi identities C I'-a[aC a P y] = O. Coordinates xl'- may be 
found to express the basis forms if. Using the canonical 
forms of ul'- and Sa{30 we find that the if are: 

UJo=dxO+x ldx2, 

(31) 

UJi=dxi (i= 1,2,3). 

IV. FLUID COMPATIBLE MODELS 

Previously we defined various parts of the Ricci tensor, 
namely cRaP' tRaP' Aap where tRaP has the form associated 
with a perfect fluid (withp=p). Here we treat those models 
in which Aap vanishes. We call such a model "fluid compati­
ble" since the effect of torsion is to add the additional fluid­
like term tRaP to the stress-energy tensor associated with the 
Ricci tensor cRaP of a space-time homogeneous general rela­
tivity model. In the classification that follows we exclude as 
being unphysical models with negative p or p. 

The vanishing of Aap implies that R [ap] vanishes. 
Hence we have 

11'-=0, or Tl'-ap=ul'-SaP with Sa =SapUP= O. (32) 

Since ul'- and Sap are constant tensors, we may use the free­
dom of Lorentz transformations of the basis lif 1 to put the 
torsion into a canonical form as we did in the previous sec­
tion. We thus set 

(33) 

S12= -S21 =S, rest of SaP=O. 

Then tRaP has the form tRaP= lUaUpS 2 which is the form 
associated with a perfect fluid having energy density = pres­
sure = is 2. We will assume S=F-O. We have not yet used up all 
freedom of basis transformations since a rotation in the 1-2 
"plane" (that is, a rotation in the UJI_UJ2 basis forms) preserves 
the forms of the metric, velocity, and spin. We will use this 
freedom to simplify some of the equations below. 

The equation AaP=O is a set of linear equations in the 
structure constants. After solving these equations we use the 
freedom of rotation among UJI_UJ2 to set one of the remaining 
structure constants to zero. The solutions are conveniently 

TABLE I. 

c"a(3 01 02 03 12 13 23 

0 0 0 0 C'o, C'" 
1 -!C'03 0 
2 -C 1

02 -!C'o, 
3 0 0 0 0 0 
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TABLE II. 

Type A C"a(3 01 02 03 12 \3 23 

0 0 0 -2C'" 0 0 0 
1 -!C'o, 0 0 0 e 2

ZJ 0 
2 0 ~!C'OJ 0 0 0 
3 0 0 0 0 0 

represented by Table I. The six columns are labeled by the 
lower, antisymmetric indices on C I'-ap' An entry indicates an 
equality. Thus the entry "C 20/' in the upper right comer 

signifies the equality C~3 = - C~2 = C~3' The entry "0" 
indicates that a structure constant vanishes. No entry indi­
cates that the structure constant has not been determined­
it is a free parameter to be determined, possibly, by addition­
al considerations. Thus there is no entry in the C 2 OJ position 
of the table. Iflaterwe find that C20J vanishes, a "0" will have 
to be put there and also in the C02J position. 

The eleven blank spots in the table correspond to pa­
rameters from which all structure constants are determined. 
These eleven parameters must obey the Jacobi identities and 
also the field equations 

and we can now list explicit models. 

We call the first class of models Type A. It is character­
ized by CJOJ=F-O. The Jacobi equations imply that several 
structure constants must vanish. See Table II. There are thus 
two free parameters left after solving the Jacobi relations, 
C 22J and C J OJ, the latter being assumed nonzero. We now tum 
to cRaP and the field equations. The equation C ROJ = 0 implies 
C22J =0. The other field equations allow CJOJ to serve as a 
parameter, with the other nonzero structure constants C 101 
and C 202 being determined by it. The perfect fluid content has 

(34) 

Note that a positive value for p requires a nonzero spin densi­
ty. A coordinate system I xl'- J for this model is readily found. 
The orthonormal basis forms are: 

UJO=dx, 

WI =e-AX'dxl , 

w2 = e-AX'dx2, 

wJ =e2AX'dxl, whereA=!CJoJ. 

TABLE III. 

TypeB C"a(3 01 

0 0 
1 0 
2 0 
3 0 

02 

0 
0 
0 
0 

03 

o 
o 

12 

o 
o 
o 
o 

\3 

o 
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TABLE IV. 

Type BI C'I,,!) 01 02 03 12 13 23 

0 0 0 e 2
21 0 CI01 0 

1 0 0 0 e 2
l1 -e 2

11 

2 0 0 0 0 
3 0 0 0 0 0 0 

We now assume C 303 = 0. Our second category, Type B, 
assumes that C 103 or C' 03=1=0. The Jacobi identities show that 
C 112 = C 21, = ° and that then all Jacobi equations are satisfied. 
Further, enough structure constants now vanish that the 
freedom of rotation in the wl-w' "plane" can again be used to 
give the canonical form C '03 = 0, so that we will take C 103=1=0. 
We now have Table III. The field equations cRol =cRo,=O 
implyCOoJ = C I13andC 123= - C2 13. The equations cR" =cRn 
and C R 12 = ° then allow us to define two subclasses: Type B 1 
with C 113= C 223 and typeB2 withC 12l=OandC "J = - 2CooJ . 
We examine each in turn. 

First Type B 1 (see Table IV). There are two field equa­
tions left to satisfy: The cRoo and cR 33 equations yield values 
forp andp: 

p=4(CRoo+3cR33)+!S2= -3(C 2'J)2+!S', 

(36) 

p=p - 2cR JJ = 3(C 2'3)' +!S '. 

The structure constants C lol =COI3) and C'13( = -C 1'3) are 
arbitrary. 

The second possibility under B is Type B2, with C 12J = 0, 
C2'3= -2Co03: theCRII =cR 33 field equation implies C003 =0, 
and we have Table V. The other two equations yield the flat 
metric resultp=p=!S2. 

Finally we return to the other possibility under the as­
sumption that C303 =0. This is Type C: Assume 
C 103 = C 203 = 0. Once again we reacquire the freedom of mak­
ing a rotation in the W I -W2 "plane." Such a rotation can be 
used to set C'l2=o as a canonical form, and we have Table 
VI. Two Jacobi relations are at this point still to be satisfied. 
They require either C 11,=0 (Type Cl) or C'13=C22l =0 
(Type C2), which we examine in turn. 

First, Type Cl: In this case the wl-w' rotation freedom 
can be used again to set C 12l = - C 213 . See Table VII. If 
C I13=1=C'23' the field equations cR" =cR2,=cR33 imply 
CI 13 =C'21=C003 =0 and we have the flat metric result 

TABLE V. 

Type B2 C",,{3 01 02 03 12 13 23 

0 0 0 0 0 CIOJ 0 
0 0 0 CO

O3 0 
2 0 0 0 0 0 -2Coo} 
3 0 0 0 0 0 0 
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TABLE VI. 

Type C Cllu!J 01 02 03 12 13 23 

0 0 0 0 0 0 
1 0 0 0 
2 0 0 0 0 
3 0 0 0 0 0 0 

p=p= is', withC\Jarbitrary. IfC 113= C '2J, wehaveC '13 =0 
from the cR I2 equation, and the cR" =cRn =cR J3 equations 
yield that CO OJ = ° or that CO OJ = C \J. In the latter case we 
have 

p= -~(COOJ)'+!S2 
2 

p=~(C003)'+!S2. (37) 
2 

The last of the classes in this section is Type C2, in 
which C \3 = C 2'3 =0. See Table VIII. The field equation 
cR" =cRn implies C 113=0 and this result causes 
cR,,=cR'3=0. The field equation cR" =cR ll implies 
COOl = +C I". The other field equations give results for p and 
p: 

(38) 

p=(CoOJ),+ HC 12)'+ is'. 
To summarize, we have found all models which are flu­

id compatible. The Type A models havep=p. The Type B 
models all have p>p. The Type C models also all have p>p. 
In all cases a positive value of the density p requires a strictly 
nonzero value for S. 

V. OBSERVER-STATIONARY MODELS 

Here we will discuss the effect of the requirements that 
the fluid velocity uJi be a Killing vector and that the Lie 
derivative of the torsion with respect to uJi also vanish. The 
corresponding space-time homogeneous general relativity 
models (zero torsion) are the Einstein universe and the Go­
del model. The requirements mean that the direction fol­
lowed by an observer moving with the cosmic fluid is a direc­
tion along which both metric and torsion are unchanging. 
We therefore call these models "observer-stationary." As in 
Sec. IV those models with p or p negative are excluded as 
being unphysical. 

TABLE VII. 

Type CI C""fl 01 02 03 12 13 23 

0 0 0 0 0 0 
1 0 0 0 0 -C~11 

2 0 0 0 0 
3 0 0 0 0 0 0 
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TABLE VIII. 

Type C2 C!',,[3 01 02 03 12 13 23 

0 0 0 0 0 0 
1 0 0 0 
2 0 0 0 0 0 0 
3 0 0 0 0 0 0 

In a coordinate basis, the requirement that ul" be a Kill­
ing vector is 

(2" "g)af3 = gaf3,l"ul" + gaf3uu,a + ga~u,f3 = 0. 

Here the commas mean partial derivative, but the equation 
retains its form if instead the derivatives are covariant using 
the symmetric (metric) connection Cr a

f3y. We use a short 
vertical bar to denote this type of derivative, and the Killing 
equation becomes 

ualp+uf3la=O. (39) 

This equation is the same in the basis [cd' J, where we raise 
and lower indices using gl"v=17l"v' 

As in the previous section, we use the freedom of Lo­
rentz transformation to put ul" into the canonical form 

Ull = (1,0,0,0). 

Killing's equation is a restriction on the structure constants, 
and it requires 

coo;=O, C;Oj= -cjo; (iJ= 1,2,3). 

In a coordinate basis the equation for the vanishing of 
the Lie derivative of the torsion in the ul" direction is 

(40) 

Again this equation is the same if comma is replaced by bar 
(covariant differentiation using c r a f3y)' With the explicit 
form ofcr a f3Y' and with the expression Sr = Srf3uf3 = S,-o (note: 
so=O), this equation results in the further restrictions 

Spl;O=O, s;ptjO-Sjp11U=0. (41) 

These conditions, when combined with Eq. (22) for!, result 
. I" 
III 

(42) 

TABLE IX. 

C
ll

rf ; 01 02 03 12 13 23 

0 0 0 0 0 0 
1 0 0 0 
2 - C1 02 0 0 0 -Cln Cl

l
, 

3 0 0 0 0 0 
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TABLEX. 

Type 
OSA C" [3y 01 02 03 12 13 

0 0 0 0 0 
1 0 0 0 0 
2 -C102 0 0 0 -G1 23 

3 0 0 0 0 0 

With the use of these conditions, Eq. (23) yields 

O=SIP°jt-S~C°it. 

23 

0 

0 
0 

We are now ready to specify a canonical form for mod­
els of this category. We use the freedom of spatial Lorentz 
transformations (rotations) to set 

S'2=-S2'=S, restofS'j=O (44) 

(s; remains undetermined). The equations forfl" (with/o=O) 
now read 

pS;= ( - j;Sj;S,O). 

(45) 

/;=( -!S2CO'2,!S,C o
12,0). 

A rotation among WI, w2 may be used to setj;=O. 

With use of the various conditions so far found for C a f3 
the Jacobi identities show there are two possible cases, y 

C 'o2']i:O and C '02=0. 

If C 102*°' then/;=s;=O, and we obtain the following 
structure constant table (Table IX). At this point the anti­
symmetric part of the field equations has already been satis­
fied, and of the rest all of the non diagonal R(pv) are zero 
except for R(03)' There are two Jacobi identities remaining. 

The Jacobi identities give use two cases: 
(CO'2 = C\2 = 0), and OSA (Cl'2 = 0). Calculation of A <.uv) 

for the first case shows that it is zero, so these models are 
compatible models, and comparison with Section III shows 
that they are included in the type C models with COOl = 0, 
Type OSA is not a compatible model. The R(03) equation has 
two solutions, C ll2 = ° or S = C°!2' The second of these is 
unphysical as it gives negative p. The other possibility gives 
~s the structure constant Table X. The field equations result 
III 

p=p=!(S-COd2. 

TABLE XI. 

Type 
OSBI C"ri)' 01 02 

0 0 0 
1 0 0 
2 0 0 
3 0 0 

03 12 

0 
0 
0 
0 o 

13 

o 
o 
o 
o 

23 

o 
o 
o 
o 

(46) 
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The second class of models has C 102 = O. In this case four 
Jacobi identities remain. They give us two possibilities: 
Co 12 = 0, or C 113 = - C 22)' In the first of these cases R(o.) = 0 
gives us conditions which show thatAl'v=O, and these mod­
els are of Type C with COO)=O. 

The models with C III = - C2Z) can have either 
Sz = j; = 0, or S2 = (l/p}f;S = - (l/2p)szCOIZ which implies 
COl2 = - 2p/S. We must apply this relation to any p that 
depends on Co12. The Einstein equations R(02) = 0 = R(03)' 

R(Ol) = !u.j;, give us conditions which cause several struc­
ture constants to vanish except possibly in unphysical situa­
tions. The off-diagonal terms in the remaining field equa­
tions again yield subclasses. The first (OSBl) has the 
structure constant Table XI. The Einstein equations give us 

!COllS-COI2)= _(CI IZ)Z_(CZ12)2 

p=p-C 11ZSZ (47) 

P = C IIZSZ + t(S - COIZ)z. 

If SZ = 0, this case is similar to OSA while if sZ=I=0 we have to 
impose C01Z = -2p/S, which gives us 

p=S [_(CI IZsz+iSZ)]1I2. (48) 

This expression is real if C 112S2 is negative, but in that case 
p >p. Notice that when C01Z = -2p/Sand thevalueofp from 
Eq. (48) is put into the first ofEq. (47), we obtain an addi­
tional restriction onp, sZ, S, CI IZ, and CZ IZ ' 

The other possibility can be shown to require either 
C 12) = C\), or C \3 = - C21J and C22)CZI) = O. The case 
C 12) = C 21) (OSB2) gives us (S2 arbitrary) the structure con­
stant Table XII. The field equations give us 

p =:is Z -~SC012 + (C0 12Y 

p=iS 2-tscoI2 

!C01lS- C012)=2(C Il)z+2(C 2IJ)2. 

(49) 

This case will always have p>p and if s2=1=O, the relation 

C012 = - 2p/Ssays thatp = - ~z - ~C012)Z which is 
6 3 

unphysical. 

The last possibility has an unphysical case and a last 
subclass (OSB3) with the structure constant Table XIII. The 
remaining Einstein equations yield 

p =:is 2_~Sco12+(COI2)Z, 

p=:iS 2-!SCOIZ, (50) 

!C012(S-COI2)= _2(C22)2. 

TABLE XII. 

Type 
OSB2 CUfJy 01 02 03 12 13 23 

0 0 0 0 0 0 
0 0 0 0 

2 0 0 0 0 CI2J -Clll 
3 0 0 0 0 0 0 
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TABLE XIII. 

Type 
OSB3 C

a
{3r 01 02 03 12 13 23 

0 0 0 0 0 0 
1 0 0 0 0 0 
2 0 0 0 0 0 -C'" 
3 0 0 0 0 0 0 

We must also haves2=O [for ifsz~,p= _~Z_~C012)2]. 
6 3 

In summary we have only two models with positive p 
andp<p, that is OSA and OSBI withsz=O. Also, all Type C 
compatible models with COO) =0 are observer-stationary, in­
cluding the flat metric model. Model OSB2 and OSB3 have 
p >p and SZ = O. The only model that is physically permissible 
and has s.=/=-O is OSB 1. For this case, however, p > p. 

VI. SUMMARY AND CONCLUSIONS 
We have discussed some space-time homogeneous flu­

id-filled models possible in the Einstein-Cartan theory, 
making use of a form for the stress-energy tensor and spin 
tensor of a fluid based on the equations of motion of spinning 
particles. The spin tensor had to be restricted so that the 
evolution equations could be integrated. Our discussion of 
these points deserves a fuller development, in a future paper, 
based on a kinetic theory approach. 

The models we derived were selected in three broad 
categories: First, are the simplest, a flat-metric model and a 
model with vanishing connection and thus vanishing curva­
ture. Second, are the fluid-compatible models, in which the 
only effect of torsion is to add a fluidlike term to the Ricci 
curvature. Finally, we have given the observer-stationary 
models, in which the Lie derivatives of metric and torsion 
with respect to the fluid velocity both vanish. 

The classes of fluid compatible models are Type A mod­
els, withp=p; and Types BI, B2, CI, and C2, withp>p. 
These models are usually disallowed on the grounds that the 
speed of sound should be less than the speed oflight. Howev­
er, we have included them for completeness. Type C models 
are also observer-stationary if the structure constant COO) 
vanishes. The classes of non compatible observer-stationary 
models are Types OSA, OSBI, OSB2, and OSB3. The mod­
els for which the linear momentum density is not aligned 
with the fluid velocity all have p > p. 

These models can be used explicitly for the investiga­
tion of the equations of motion of spinning particles. It is 
generally accepted that a nonspinning particle will follow an 
extremal line, that is, a curve which is of extremal length. 
Therefore, its velocity If' obeys 

If' I Ji" = (If',v+ vacrl' av)vV ex: If'. 

In contrast, an autoparallel curve or "straightest line" would 
have a velocity vector uI' which obeys 

uI';vwv = (uI',,, + war I' (7yWv ex: uI') 

and thus in general would feel torsion. I 
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It is clear that a spinning particle will follow neither an 
extremal nor an autoparallel curve. 6.12 Consequently, a com­
parison of the paths of spinning and nonspinning particles 
within the models given here should be of interest. The rela­
tive simplicity of our models allows these calculations to be 
performed in a straightforward fashion. However, similar 
work done on the G6del modeP' shows that these calcula­
tions deserve separate consideration in a future paper. 
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The spectral properties of many-electron atomic 
Hamiltonians and the method of configuration interaction. 
I. Proof of convergence of the configuration interaction 
method 

M. H. Choudhury and D. B. Pearson 

Department of Applied Mathematics. The University. Hull. England 
(Received 21 June 1977; revised manuscript received 28 December 1977) 

In the method of configuration interaction for atomic structures, the SchrOdinger equation for a many 
electron atom is reduced to an infinite system of linear equations. The eigenvalue problem associated with 
the finite system of equations obtained by truncating the infinite system is solved to obtain energy 
eigenvalues and eigenvectors. It is generally assumed that the truncation procedure is a convergent one in 
the sense that as one increases the size of the truncated equations. the number of eigenvalues and 
eigenvectors will increase and tend to those of the original infinite set. It is shown that the method of 
configuration interaction is a convergent procedure in the sense that given any point E in the spectrum of 
the Schrodinger Hamiltonian of the many-electron system, there exists an eigenvalue of the truncated 
matrix which is arbitrarily close to E for a sufficiently large size of the truncated matrix. Further. it is 
shown that the convergence referred to cannot be uniform. 

1. INTRODUCTION 

In the method of configuration interaction for atomic 
structures,' one reduces the Schrodinger equation for an n­
electron atom 

to an infinite system of linear equations. Here 
'ij = I r i - rj I ,r i and rj being the position operators of the 
ith andjth electron respectively, and 

H - 1 2 Z 
OJ - - 2'Vi - -, 

'i 
'i= Iril, i= 1,2, ... ,n. (1.2) 

The above stated reduction to an infinite system of lin­
ear equations can be accomplished either directly or by 
means of a variational principle. The eigenvalue problem 
associated with the finite system oflinear equations obtained 
by truncating the infinite system is then solved to obtain 
energy eigenvalues and eigenvectors. In this connection it is 
argued,·2 that truncation will very likely lead to a "conver­
gent procedure" in the sense that as we increase the size of 
the truncated equations, the number of eigenvalues and ei­
genvectors obtained by solving the eigenvalue problem asso­
ciated with the truncated system of equations will increase 
and tend to those of the original infinite system of equations. 

In this and subsequent papers the following objectives 
will be achieved: 

(i) It will be shown that the usual method of configura­
tion interaction for atomic structures is a convergent proce­
dure in the sense that given any point E in the spectrum of H 
(discrete or continuous), there exists an eigenvalue of the 
truncated N X N matrix which is arbitrarily close to E pro­
vided N is sufficiently large. This result does not guarantee 
that if one obtains an energy eigenvalue of the truncated 
N X N matrix which is very close to the ground state energy 
eigenvalue of H, then the remaining N - 1 eigenvalues will 

be similarly close to the first N - 1 excited states. In fact, as 
N is increased, sooner or later one is certain to obtain positive 
energy eigenvalues. 

(ii) A formulation of the configuration interaction 
method will be given which not only leads to a convergent 
procedure on truncation of the infinite system oflinear equa­
tions obtained in this formulation, but also ensures that as 
the size of the truncated equations is increased, the number 
of eigenvalues will increase and uniformly converge to those 
of the original infinite system. This is achieved by deriving 
from the Schrodinger equation of an n-electron atomic sys­
tem an infinite set of linear equations which defines a com­
pact linear operator in a suitable region of the complex ener­
gy plane. The compactness of this operator then ensures] 

(a) that the procedure of truncation is a convergent one, 

(b) that as the size of the truncated matrix is increased, 
the number of eigenvalues will increase and uniformly con­
verge to the eigenvalues of the original infinite matrix. 

The proof of compactness exhibits in a clear and de­
tailed fashion, the spectral properties of the Schrodinger Ha­
miltonian operator for many-electron atomic systems. An 
appreciation of the spectral properties is crucially important 
and reveals, for instance, which of the various mutiparticle 
and bound state scattering cuts which constitute the contin­
uum has the most significant contributions to make in the 
computation of the energy eigenvalues and eigenvectors of 
the atomic system in question. 

In this paper our aim shall be to accomplish objective 
(i). In two subsequent papers, objective (ii) shall be achieved. 

In Sec. 2, we prove the result referred to in (i), namely, 
that if E is any point in the spectrum of H (discrete or con­
tinuous), then there exists an eigenvalue of the truncated 
N X N matrix which is arbitrarily close to E for sufficiently 
large N. We then discuss the implications of this result some 
of which have already been mentioned earlier in (i). In Sec. 3 
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it will be shown that the convergence referred to cannot be 
uniform in the sense that as the size of the truncated matrix is 
increased, the number of eigenvalues will also increase, but 
will not converge uniformly to those of the original infinite 
matrix. As mentioned earlier, one method of obtaining a 
uniformly convergent truncation procedure satisfying prop­
erties (a) and (b) is to derive from Eq. (1.1) an infinite system 
oflinear equations which defines a compact linear operator. 
A seemingly obvious candidate which may define a compact 
operator, is the system ofEq. (3.9). A compactness test, 
which consists in verifying the square summability of the 
matrix elements of some positive integral power of the linear 
operator in question,4 yields an infinite result when applied 
to the linear operator defined by the system of equations 
(3.9) for n>3. We show that the reason for this infinite result 
lies in the occurrence of kronecker delta's and delta func­
tions in the matrix elements precisely in the same manner as 
delta functions occur in the corresponding situation in scat­
tering theory, 5 namely the scattering of electrons from atom­
ic systems. It is interesting to note that the usual equations of 
the configuration interaction method, as given by Eq. (2.1), 
also suffer from this defect. 

The essential results of this paper are that: 

(i) the truncation procedure is a convergent one and 
depends in a significant way on the spectral structure of the 
Hamiltonian H, 

(ii) the convergence is nonuniform and is sensitive in its 
details on the choice of the complete orthonormal basis set 

ll¢m)l· 
While these facts relating to the sensitivity of the con­

vergence process on the choice of an orthonormal basis set 
are well known to physicists and chemists undertaking prac­
tical configuration interaction calculations, the detailed 
mathematical reasons as to why they occur and their relation 
to the spectral structure of the Hamiltonian is not sufficient­
ly understood or appreciated. Once the problem of conver­
gence has been settled, the very important problems relating 
to the choice of basis sets, ordering and labeling of configura­
tion states can then be dealt with. It is at this juncture, that 
MacDonald's Theorem· on the separation of eigenvalues of 
the truncated matrix takes on a very significant and impor­
tant role. These and allied problems have been dealt with in a 
detailed and original fashion by Luken and Sinanoglu' and 
the references contained therein. Here we stress the impor­
tance of an appropriate use of MacDonald's theorem, espe­
cially in its relation to the results derived in this paper. It is 
important to note that MacDonald's theorem is a general 
result and applies to any system of truncated equations asso­
ciated with an eigenvalue problem, whose matrix defines a 
self-adjoint operator. However, it does not tell us (and it is 
not meant to tell us) whether the eigenvalues ofthe truncated 
matrix increase in number and converge in the limit to those 
of the original infinite configuration interaction matrix (that 
is, if the truncation procedure is convergent). Even if the 
truncation procedure does not yield convergence to the ei­
genvalues of the original infinite configuration interaction 
matrix, MacDonald's theorem can still be applied, but then 
its use would be quite inappropriate and meaningless. In 
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fact, it is possible to give examples of Hamiltonians for which 
the truncation procedure does not yield convergence to the 
eigenvalues of the original infinite configuration interaction 
matrix. Here, to put it simply, the usual configuration inter­
action method breaks down. 

2. PROOF OF CONVERGENCE 

Before we state and prove the main result of this section, 
we require a few definitions and concepts. In what follows 
we shall denote the domain of H by D (H) and the spectrum 
of H by u(H). Let [ I ¢ n) 1 ED (H) be an orthonormal basis. 
Taking the inner product on both sides of (1.1) with respect 
to <¢nl and using the resolution of the identity 

I I¢n)<¢nl =IH , 

n~' 

one obtains the usual equations of the configuration interac­
tion method, I 

I <¢nIHI¢m)<¢mllJl)=E<¢nl lJl ). (2.1) 
tn = I 

Definition: A set S of vectors is said to form a core for H 
if 

(i) I I/')ES~I I/')ED (H) 

(ii) Given any II/')ED (H), there exists a sequence 
[llJIn) lES with the property that Il/'n~ll/') and 
H Il/'n~H II/') in norm as n-+oo. 

In other words S forms a core if the closure of H restrict­
ed to S is equal to H. 

Suppose that finite linear combinations of the I¢n) form 
a core for H. We shall denote this core by S. We define the 
matrix A (N) to be the N XN matrix with elements 

[ (N)] I I A ij=(¢; H ¢), l<JJ<N. (2.2) 

We are now ready to state the main result of this 
section. 

Theorem: Let EEu(H). Then given any c> 0, there ex­
ists No(c) such that for N> No, the matrix A (N) has an eigen­
value E(N) such that IE(N) - E I < c. 

It is convenient to demonstrate the proof in four steps. 
We prove in 

Step I: There exists a sequence [ lfn) 1 ED (H) with 
Illfn)11 = 1 and 

II(H - E) I In)II-+O as n-+oo; 

Step 2: This sequence [ lfn) 1 can be replaced by a se­
quence [ll/'n)lES with 1111/',,)11 = 1 and having the same 
property, that is 

II(H - E) I I/'n)II-+o as n-+oo; 

Step 3: If II/'n) =};~ ~ Ii¢k) <¢k II/'n) =};~ ~ ,Ck I¢k) 
(with Ck = 0 for k > N), then 

II(A (N) - E)CII<II(H - E) II/'n )11, 
C = (CI ,C2, ••• CN ); 

Step 4: c- I < II(A (N) - Enl< I E(N) - E I-I 

which of course implies that I E (N) - E 1 < c. 
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Proof Step 1: (H - E)-l is unbounded (Recall the 
EEa(H». Hence there exists a sequence Ilgn> I with 
III gn>1I = 1 and II(H - Etl I gn>lI~oo as n--oo. Now take 

(H - E)-llgn) 

lin) = II(H - Etl I gn>11 ' 

and the result follows. 

Step 2: For given I In> and E> 0, we can find I if!n>ES 
such that 

hence 

II(H -E)Iif!n)11 

= II(H - E)lln) + H(I if!n) - lin» - E(I if!n) - Iln»11 
.;;;;II(H - E)lln)11 + E + IE IE. 

Now take E = lin and the result follows. Note that the 
II if!n) I are not necessarily normalized, but the sequence 

may be replaced by II if!n)IJ11 if!n) II I since 

II( I if!n) - lin) )11 < t=>111 if!n) II;;;, 1 - E 

so that III if!n) II cannot become arbitrarily small. 

Step 3: Given E> 0, chooses I if!n)ES such that 

III if!n)11 = 1 and II(H - E) I if!n) II <dby Step 2). We have 

II(A (N) - E)CW 

itl 1 jtl I (<p,{H - E) I <p) (<pj I if!n) 12 

N 

= I I (<p d (H - E) I if! n) 12 
;=1 

Hence 

II(A (N) - E)CJI';;;;II(H - E) I if!n) II <E. 

Step 4: Since IICJI = 1 and IIA (N) - E)C\I <E, we have 

II(A(N)-Enl;;;, II(A(N)-Etll(A(N)-E)CIII >~. 
II(A (N) - E)CJI E 

Hence, if E(N) is the eigenvalue of A (N) closest toE, we have 

~< II(A (N) - Enl.;;;; IE(N) - E 1-[. 
E 

We now discuss the implications of this theorem for the 
method of configuration interaction in calculating the ener­
gy eigenvalues and eigenfunctions of atomic structures. It 
shows, for instance, that for the ground state energy level of 
(2.1), there exists an eigenvalue of A(N) which is arbitrarily 
close to it for sufficiently large N. From a practical point of 
view, for a given accuracy, it would be desirable to have as 
small a value for N as possible, thereby minimizing the size of 
the matrixA(N) whose eigenvalues and eigenvectors are to be 
computed. This in turn would depend on how cleverly one 
can choose the complete orthonormal sequence II<Pn> J for 
the task. This is not a particularly difficult task if one is 
primarily interested in the ground state energy levels of 
atoms containing a few electrons. However, there is no guar­
antee that the remaining N - 1 energy eigenvalues obtained 
will be similarly close to the lowest N - 1 excited levels. 

754 J. Math. Phys., Vol. 20, No.4, April 1979 

Indeed, one may very well obtain eigenvalues, some of which 
are positive. It is well to remind ourselves that one implica­
tion of this theorem is that for sufficiently large N, there will 
exist eigenvalues which will be arbitrarily close to positive 
points of the spectrum of H. Indeed, as N~oo, the largest of 
the eigenvalues of A(N) will also tend to infinity. 

Finally let us say that the task would be prohibitively 
difficult if one wishes to find an orthonormal set for a not too 
large value of N which will be such that the N eigenvalues of 
A(N) will be very close to the lowest N energy levels of (2.1). 
To the best of our knowledge there exists no publication 
which has claimed to do this. One way this could be accom­
plished is ifit were possible for the N energy eigenvalues and 
eigenvectors of A(N) to converge uniformly to the lowest N 
energy eigenvalues and eigenvectors of (2.1). In the next sec­
tion we show this to be impossible. 

3. PROOF THAT CONVERGENCE CANNOT BE 
UNIFORM: ASPECTS OF CONFIGURATION 
INTERACTION METHOD HAVING 
COUNTERPARTS IN MUL TIPARTICLE 
SCATTERING THEORY 

The truncation of Eq. (2.1) yields a system of n X n lin­
ear equations which define a linear operator, call it Jf.n), of 
finite rank and hence compact. We shall show that, as n~ 00, 

the eigenvalues and eigenvectors of Jf.n) cannot tend uni­
formly to those of H. 

Let ,;y' be the Hilbert space in which H acts. Denote by 

p ~n) the projection operator onto the k th (normalized) eigen­
vector I<p ~n» of H (nl, corresponding to eigenvalue E ~n) (with 

p~n) = ° for k > n.) The E~n) need not be distinct if eigenva­
lues are degenerate. We have therefore 

p ~n) I <P > = I <P ~n», 1 <p >EdY. 
The spectral resolution of H(n) is 

H (n) - "f E(n)p(nl - {- E(n)p(n) 
-L kk-L kk' 

k = 1 k = 1 

Using this formula we have 

IIH(n) - H(m)lI.;;;; ! II(E~n) _ E~n»p~n) 
k=1 

.;;;; ! IE~n) - E~ml1l1p~')11 
k=1 

(3.1) 

+ f lE~n)l1lp~n)-p~m)lI· (3.2) 
k=1 

Also, using (3.1) 

II(p(/l) - p(m» I <P >11 
II

P(n) _ p(m)11 = su k k 

k k P II I <P >11 

II( I <P ~n» - I <P ~m» )11 
= sup 

III <P >11 
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since, by hypothesis, the eigenvectors 11,6 ~n» are uniformly 
convergent with respect to the index n and therefore form a 
Cauchy sequence. Since the same is true of the eigenvalues 
E ~n), the first term on the right-hand side of (3.2) can be 
made less than d2. (Note that liP ~n)11 < 1.) Hence 

IIH(n) - H(m)11 <E. 

Since the bounded operators on JY' (of which the com­
pact operators form a subset) constitute a Banach space with 
respect to the operator norm, the sequence of operators 
[H (n) J must converge to a bounded operator. Denote this 
bounded operator by H B' Since H is unbounded we must 
have H=I=HB. 

Let JY';, i = 1,2, ... ,n be the space of states associated 
with electrons 1,2, ... ,n respectively, and [ I a;) J denote a 
(complete) discrete basis in the space JY'; (with 
[ I a;) J CD (H).) The resolution of the identity in JY'; is 

L I a;) <a;1 = 1H ;, i = 1,2, ... ,n. (3.3) 
cr, 

A discrete basis in the product space 
JY' = JY'1 ® JY'z ® ... ® JY' n is of the form 
la]>a2, ... ,an ) = lal)la2) .. ·lan) and the resolution of the 
identity in JY'is 

(3.4) 
cr, 

Also, denoting the bound states of an hydro genic atom 
by In) = Inlm) and its continuum states by IkH ) = IkHlm), 
the resolution of identity in this case can be written 

i = 1,2, ... ,n, (3.5) 

where the sign (S~) will be used to indicate a summation 
over the discrete set of quantum numbers and an integration 
over the continuous set. It will prove convenient to use the 
abridged form 

(f ~) I v;)<v; I = 1m i = 1,2, ... ,n, (3.6) 

where V; assumes discrete and/or continuous values appro­
priately. The resolution of the identity in the product space 
JY' is then 

(f ~ ) Iv]>v2,,,,,vn)<vhv2,,,,,vn I =IH • (3.7) 

For two-electron atoms one can invert Eq. (1.1) (with 
n = 2) to obtain 

11[1) = (E - HOI - Hoztl ~ 11[1). (3.8) 
r 12 

Taking the inner product with respect to <a]>a21 and 
using (3.4) with n = 2 leads to the infinite system of 
equations 

<a]>a2 11[1) 

L (al>a2 / (E - HOI - H02tl ~ / a;,(2) 
a;.a; 712 
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(3.9a) 

In the next paper we shall show that the operator 
(E - HOI - H02)-I(l!rI2 ) is compact in a suitable region of 
the complex energy plane which excludes the multiparticle 
or continuum cuts. Hence, in the case ofEq. (3.9a), the trun­
cation procedure will be a uniformly convergent one. 

A naive generalization of the procedure to the n-elec­
tron case (for n;;;.3) fails. To see this, we apply a compactness 
test to the linear operator defined by the system of equations 

( I ah .. ·,an 11[1 ) 

i ~ I a;, ... ,a~)<a;, ... ,a~ 11[1)· 
;j~' rij 

i<j 

(3.9) 

The compactness test consists in showing that any posi­
tive integral power of the linear operator is of the Hilbert­
Schmidt type. 4 We have, since the Hilbert-Schmidt norm is 
independent of the basis8 

x 1 <Vh,,,,Vn I (.i ~)m I Vi,,,.'V~)12 
lJ~' rij 

+ <vh,,,,vn I (cross terms) I vi, ... ,v~) 12 = 00 

for n;;;.3, 

where O(Vk,VIJ = O(Vk .,vk .) O(Vk2,Vk2)O(Vk3,Vk3) is the 
product of three kronecker delta's or a delta function and 
two kronecker delta's depending on whether Vk' vk refer to 
the discrete or continuous part of the spectrum. The infinite 
sums over the kronecker delta's and delta functions lead to 
an infinite result. Another way of looking at this adverse 
result is to observe that the two-particle interactions couples 
up only two of the particles, thus allowing the remaining 
(n - 2) particles to go "straight through" as it were and pro­
duce either a kronecker delta or a delta function. This is 
precisely what happens in multiparticle scattering, where it 
is found that this infinite result is due to delta functions oc­
curring in the kernel of the integral equation for the scatter­
ing process. 5 In the scattering situation this led to the formu-
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lation of Faddeev9 and WeinberglO
, where this difficulty is 

removed. In the third of our present series of articles, we 
shall show how to deal with this problem for the general case 
of the n-electron atom. 
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